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Abstract

In this report we firstly propose a block-code based general mwdel to combat the Inter-Symbol
Interference (ISI) caused by frequency selective channel® a Multi-Input Multi-Output (MIMO) system
and/or by asynchronous cooperative transmissions. The geral model is not only exemplified by the Time-
Reversed Space-Time Block Code (TR-STBC) scheme, but alsy bhe Asynchronous Cooperative Liner
Dispersion Codes (ACLDC) scheme. In these schemes a guarderval has to be inserted between adjacent
transmission blocks to mitigate the effect of ISI. Consequtly, this could degrade the effective symbol rate
for a small block size. A larger block size would enhance theftective symbol rate and also substantially
increase the decoding complexity. In the general model pragsed in this paper, we further present a novel
low-complexity breadth-adjustable tree-search algoritim and compare it with Sphere-Decoding (SD) based
algorithms. With simulation results we will illustrate that our algorithm is able to achieve the optimal
performance in terms of Bit Error Rate (BER) with a complexity much lower than the SD-based algorithms,
whether the ACLDC or TR-STBC scheme is employed. Through simlation we further demonstrate that
when the block size of the ACLDC is equivalent to 20, the compkity of the proposed algorithm is only
a fraction of 10~® that of the Maximum Likelihood (ML) algorithm. This would al low us to practically

enhance the effective symbol rate without any performance egradation.



I. INTRODUCTION

Inter-Symbol Interference (ISI) can be caused by many iiffereasons. In this paper we mainly deal
with the ISI incurred by frequency selective fading in Mdhput Multi-Output (MIMO) systems and/or
by asynchronous transmissions in cooperative networkafalle either case, a number of block-based
transmitting and receiving schemes, which contBicodewords per block, have been invented based on
the structure of a single codeword of the space-time dityessheme provided for channels without ISI.
These block-based transceiver schemes aim at minimizegefiect of 1SI while maintaining the same
order of diversity, as achieved by their single-codewordnterparts in systems without I1SI. Amongst
them are Time-Reversed STBC (TR-STBC) [1] which is desigftedMIMO systems with frequency
selective channels, the shift group-decodable STBC [2]nwéynchronization cannot be achieved in a
wireless relay network, as well as Linear Asynchronous SIRMA-STBCs) [3], [4] and Asynchronous
Cooperative Linear Dispersion Codes (ACLDCs) [5] wherehbate devised to mitigate the ISI aroused
by asynchronous cooperative transmissions. ACLDCs ares mabust than LA-STBCs when the asyn-
chronous delay is not an integral multiple of the symbol duratiois [5]. Nevertheless, all the above
mentioned techniques are only capable of removing the I&Vd®n symbols within identical codewords.
The ISI between symbols belonging to adjacent codewordd¢chae removed with the aid of non-linear
detector/decoders. The optimal detector is the Maximurelihkod (ML) detector, which has been applied
in [5]. As a guard interval with a fixed length has to be insgretween any two contiguous blocks, a
larger block size will result in a higher effective transsi rate. However when a larger block size is
adopted, the complexity imposed by the ML detector beconmedfardable [5]. The authors of [4]-[6]
have mentioned that lattice-decoding algorithms can bd tsdecode their respective schemes. However,
no details of the algorithms were provided.

In order to combine the above-mentioned various stat&@fart transceiver schemes developed to
combat ISI, we firstly propose a general model covering frév@ tin-coded information symbols to
the objective function of the detection algorithms. Them owain contribution is to design a novel low
complexity tree-search detection algorithm based on tbhpgsed general model.

Tree-search algorithms have been extensively appliedteoaanpression and error correction [7]. One

major category of reduced-state tree-search algorithrmiseiQRDA/ algorithm [8]-[10] family. In this



case, premature pruning of branches may result in an eropagation, which needs to be mitigated using
other procedures [11] and this could consequently add topotation complexity. Another significant
branch of techniques is the Sphere Decoder (SD)-baseditalgsr[12]-[16] that were considered for
frequency-selective MIMO channels. However, the compjegf the SD-based algorithms may become
exponential with the block length under the worst case seefit2]. Against this background, the authors
of [13] have proposed two improved SD-based algorithms talmd the high complexity issue that could
occur under the worst case scenario.

The goal of all the SD-based Algorithms (SDAs), such as [[3], is to constrain the search to only
those candidates that lie inside a hypersphere with a radiBgaring in mind that Objective Function
(OF) is defined to evaluate the merit of a trial solution, thesf SDAs have to provide the optimal
solution with minimum OF output (fithess value) among thedidate set. The radius is always set as
the overall fithess value of the temporal optimal solutiomni so far. When the accumulated fitness value
of a partial path calculated to a certain node exceedbe subtree originating from it can be pruned to
save complexity. No path continuing from that node can beesapto the current best solution with an
overall fitness value of. This pruning process cannot be achieved if the optimal fse#ltion has the
maximum overall fithess value. Without any sub-tree prurgdAs are unable to save any complexity
compared with the exhaustive searching algorithms.

In this paper, we propose a novel tree-search based alguoiiitht employs an OF providing the optimal
solution with the maximum overall fithess value, which img®s significantly lower complexity than the
OF of the SDAs. Besides, our algorithm will not search fromy arster branch at any level if the current
partial path is only made up of states ranked first in eachneolurhis can significantly reduce the overall
computation complexity without loss of performance. Lagt bot least, in our approach the searching
range M is user-defined and can be adjusted with the least compatatmplexity. All these features
make our algorithm achieve the same Bit-Error Rate (BER) lasioed by the exhaustive searching
algorithm, with a complexity not only lower than Viterbi Adgthm (VA) or ML, but also lower than the
SDAs in [12], [13]. In Section II-A we firstly present the geaksystem model that amalgamates ISI
generated due to both reasons, which are asynchronoumissiens or/and frequency selective channels.

Then, we specify the model for both STBC and ACLDC schemesail3eof our proposed algorithm, as



well as the SD-based algorithms, will be presented in Sedtip where comparisons are also provided.

We will present the simulation results in Section 1V, follesvby closing remarks in Section V.

II. SYSTEM MODEL
A. General Form

In a system with ISI created either by the frequency seleativannels or by the asynchronization of
the cooperative nodes, we consider a blocKlofliversity-oriented codewords. In a MISO system with
K transmit antennas, we will now quantify the unified trangeeschemes with &) x 7')-element input
signal blockB = [by, bs, ..., bz]. This is composed of" information vectors with each vector having
@ information symbols, such that the block structure is abledmbat the negative impact of the ISI
and maintain the original diversity gain. Regardless of tila@sceiver schemes, each of theoriginal
information vectorsb! = [by, by, - . ., big| Will firstly be encoded to achieve the< x T')-element block

S;, which can be expressed as:

Sy =A(b) = | 40 ... Sg)], Vi=1,...,T, 1)
where the function\(-) characterizes the coding scheme aﬁ?:i: [s%), sé?, ce s%}T. When all the
T blocks of S; with t = 1,...,T are obtained, they will be transmitted i successive time-blocks,

each of which is composed @f consecutive symbol intervals. THesignal elements ranked in the same
position of each encoded codeword, will be transmitted eoutvely. More exactly, thé™ time-block

will be used to transmits,%), s,(;), e sg) at the k" antenna. When all thél number of antennas
are considered, theK x T)-element signal matriXS; to be transmitted from thél antennas over the

T continuous symbol intervals, which are contained by #hdéransmitting blocks, can be expressed as:
Si=1] 0 @ . <D |, Vt=1,... .T.S; can be regarded as the output of an operation manipulated

t t
on S, S,,...,Sr generated in (1), achieving:

S{:@{({Sl,SQ,...,ST}>, (2)
where ©;(-) denotes the™ operation function. Thus, th€l’ x 1)-element received signal vecter can

be universally quantified as:

r/ =h"AS;+> hlAS;+nf, Vi=12 .. T, (3)

i€l



whereA andA, are diagonal matrices with their diagonal elements degdtie amplitudes of the signals
spread on different channelk,is the set of subscripts indicating the ISI components andenotes a
(T x 1)-element Gaussian noise vector with each elenwenit’(0, 02). The (K x 1)-element vectoh
entails the CIR coefficients related to the channels comggtfie desired signals. In (3); andS;; denote
the channel coefficients and transmitted signal matrixtedldo the:" ISI component contaminating the
signals received during th&" phase.

The ¢ signal vectorz,, that is fed into the user-defined detector, is normally theput of a linear

signal processof?; operated on all the received signals, which can be quantied

Z :Qt({rl,rg,...,r/f}> :X5t+zxi6ti+ﬁt, YVt = 1,2,...,T. (4)

1€l
X andX; respectively denote the auxiliary matrix associated wit desired signal vectds,, and the
i ISl componentb,;, with respect to theé! decision input vector,. As observed from (4)z, can be

regarded as th&" vector-element of. The solution corresponding to the entire signal transmitturing

each block ofl" code-words can be solved by any optimization algorithm eesisg the following OF:

2

E(B,Q(r),I) = z—X_lT)—ZXiEZ- : (5)

i€l

where the(Q x T')-element matrixB is a trial estimation of the transmitted signal block, whizm be
expanded a3 = [b(1), b(2), ---, b(T)]. X and X, respectively denote the overall auxiliary matrix
of the trial estimation of the desired transmitted sigﬁaﬁnd of thei™ ISI componentﬁi, when the
entire block is considered. More exactly, we h&Xe= X @ I, X, = X; ® Iy, z = 27, 27, ..., z%)7,
b= [IST(l), BT(Q), lT)T(T)]T, é@ = [l::;iT(l), l::;iT(Q), lT)iT(T)]T, where® represents the operation
resulting in the Kronecker product. As can be obser\‘)_é@,ndXi are both second-level diagonal matrices
with their 7' diagonal elements respectively beiKgand X;. More exactly, corresponding to the different
interpretation of the elements i) in a TR-STBC assisted system bathand X; are (T x Q)-element
diagonal matrices; while in an ACLDC assisted syst&nand X; are (T x QK) and (T x 2Q)-element
matrices respectively. A QR-decomposition is intendeddogfer a( N x T')-element rectangular auxiliary
matrix into a (7" x T')-element triangular matrix, so that the overall OF can beesgnted as the sum

of T local OFs and the!" last local OF has an input consisting of the trial estimatiof the lastt

transmitted signals. Thus, the estimation of the erififex 1)-element signal vector can be pursued on an



element-by-element basis with the aid of'ecolumn trellis table or &-level tree. As just discussed, the
auxiliary matrices in (5) are naturally diagonal under bsyistem scenarios, hence a QR-decomposition
is unnecessary in this case. The overall OF in (5) can belyeagiresented as the sum bflocal OFs,
which respectively calculate the local fitness values ofstia¢es in thé/” columns of the trellis table. The
input of thet™ local OFb(t) comprises the trial estimations of thé, codewords centered arourhg.
Therefore, thél'-codeword transmitted signal block can be estimated on avweoxl-by-codeword basis,
by employing a tree-search algorithm orf’acolumn trellis table or &'-level tree without manipulating

the QR-decomposition. More explicitly, (5) can be représdras the superposition @f local OFs
T T B

BEB) =3 e(b(t), 20, X, X, 1) = 3 en(b(t), bi(t), 7, X, X, T), 6)

t=1 t=1

where l?)(t) and l::;i(t) are made up of elements selected frinft). Further details related to the QR-
decomposition will be addressed in Appendix A. Notationtoofmulae from (1) to (6) will be exemplified
in the TR-STBC assisted system with frequency selectivengpend the ACLDC assisted asynchronous

cooperative system in Sections II-B and 1I-C below.

B. Time-Reversed Space Time Block Code

Now we will specify all the symbols throughout (1) to (6), whthe time-reversed Space Time Block
Code (TR-STBC) scheme [1] is adopted in the system with tawsimit antennas and one receive antenna,
where we havd = 2, Q = 2 and K = 2. According to the STBC matrig,, one symbol block is divided

into two symbol intervals and the symb®] in (1) can be specified as:

sl s0=| ™
bz bjy
That is, when the TR-STBC scheme is adopted, a block of sysiholt = 1,...,T can be divided into
two bIocks,sgt), vt=1,...,T and sg), vVt =1,...,T. The transmission frame will also be divided into
two halves. During the first half of the framé&,; will be transmitted from antenna one ahd will be

transmitted from antenna two. During the second half of theng,—0b;, andb;; will be transmitted in a

time-reversed order. More explicitly, tHé x 7') vectorS; in (3) can be epitomised as:

I R R e AL U ®



Then, the(2 x T)) vector S in (3) that precurs the ISI component to the" received signal can be

epitomised as:
Sii = [0 ST - ST Sy = [0 S o8I, (9)

where0,,; is a (2 x 7)-dimensional all-zero matrix. Thel. + 1)-tap frequency selective channel will be
represented as a polynominal having an ordef.ofThe simplest discrete-time model of @dnadelay-tap

frequency selective channel with two transmit antennasan@receive antenna can be quantified as:

1 1
1y =——=h1 (¢ by + ——=ha(q by +n
t \/L——Hl(q )tl \/L—HQ(Q )t2 t
1
\/— hiobe + \/—hllb(t 1+ o+ \/L—thLb(th)l
1
hoobso + ho1b c+ ——haorby_r)2 + 1y, 10
\/—20152 \/—21(t1 \/L—_HQL(tL)Q ng (10)

where the power of the transmitted signal is assumed to beromy distributed among théL + 1)
frequency-selective sub-channels. The< 1) vectorh in (3) contains the first taps of the two independent
frequency-selective channels, which can be further aetadish = [hy, hoo]”. Correspondingly, the™
tap of the polynomial model characterizing the channel wighay spread, as represented Ibyin (3),
can be further detailed as; = [h1i, hai]T. The two amplitude matrices in (3) can be epitomized as
A =1/\/2(L+1)I, andA,; = 1/\/2(L + 1)I, respectively. TheT x 1) AWGN vector in (3) can be
finalized asn; = [ny; ,no7 , -+ nril’.

On the receive side, the functi@® in (4) can be decomposed into two parts in the TR-STBC system.
Firstly, the signal vector, containing thel” samples collected during the second half frame have to be
complex conjugated and time reversed in order to form(fhe< 1)-vectorty = [r19, - -+, 712, Where

T2 = T{py1 - THUS, the resultant matrix of the first part can be represebyt = [r{ T;]". Then, the



output matrixr will be filtered with the matched filteEI” to generate the detection input:

e At A 1 . 1 i) halg™h) | |
z= =——H"'r= ———
V2(L+1) V2(L+1) )
Z12 ot Zig ottt 272 h5(q) —hi(g™) Ty
1 EL h* + 1 ZL h _
i=0 MT (i1 T == 2 =0 2T (t—i)2
2, — 2(L+1) 2(L+1) (11)
1 L 1 L —
—— ) o T i — ——= i MiT (1
I 2(L+1)Zz—0 2i" (t+1)1 2(L+1)Z_0 137 (t—i)2

Further deriving the above formula, we can obtain the detedhputz, in the form of (4), where each
symbol will have its new definition specified in the TR-STBGheme. More exactly, as for the desired
signal, we haveb, = [by, bp)” and X = ﬁ221 S o |hwal*Ta, As for the ISI components in
(4), we will haveb,; = [bit—iyn s b(t_i)g]T, and the dynamic range farcan be divided into two closed

integer areas which are-L, —1] and [1, L] respectively. Correspondingly we will hal§; = 2L+ 1)
1

Zz 1Zk 1ZL ) hi ih+ile, wheni =1,..., L; and X; = msz Zk 1EL+Z R j—iy gL,

wheni = —L,...,—1. The AWGN components in (4) can be finalized @as = [n;, fiso]”, where
Ny = 1/\/@(25:0 hTi”(t+i)1 + Ez‘L:O h2i”>(kT+1—t+z‘)2> and ny, = 1/\/@(25:0 hgi”(tﬂ')l

-3, Min{p 1o ) As can be seen from the above analysis, in the TR-STBC adsssftstem the
trial input of the local OF (6) can be expanded B&t) = [b(t— L), ..., b(t+L)],Vt = 1,...,T, where

b(—L+1)=--- =b(—=1)=b(T'+1)=--- =b(T + L) = 0, are guard intervals.

C. Asynchronous Cooperative Linear Dispersion Code

Now we further exemplify our general system model previgustidressed in Section II-A in an
asynchronous cooperative system withrelay nodes. Among all the Linear dispersion code (LDC)bas
system transceiver techniques, the ACLDC scheme proposfs] is able to combat the ill effect of ISI
incurred by the asynchronous transmission. At tffeantenna, a transmit-antenna-specifigd x Q)-
element coding matrixC;, is exploited to convert the origina-element information vectob, to T
symbols. The rule of generating the coding mattlx is explained in [17] and some examples@©f are

given in the appendix of [5].
In spite of the values of parametek§ @ andT, the coding matri>Ck can be uniformly expanded as:

Cr = [, ¢, ..., )T with the (Q x 1)-element vector” defined asl” = [ci}), clt), ..., cp)]T.



Thus the coding scheme characterized by functign) in (1) can be specified a8, = A(b;) = CB,,

where the symbol8, andC are (K x T)- and (K x T'Q)-element matrices that may be expanded as:

nTr nT
NI UL
S, = C= (12)
K)T KT
NORNO ST L)

Additionally B, = diag(by,...,b;) is a (TQ x T)-element matrix, withb, repeatedl’ times on the
diagonal positions. Comparirf in (12) with S, in (2), we may immediately retrieve the functi@y in
(2) as:0:({S1, S, ..., Sr}) = [s, P ... 8], where the vectos!” denotes thé™ (K x 1)-element
column vector ofS; in (12).

When the asynchronous cooperative system is consideredhénnel vectoh in (3) can be expanded as
h = [hy, ho, ..., hg]", while the amplitude matriA can be quantified a#s = diag([1, v/, - - - , v/ Px]),
where/P;, quantifies the power of the desired signal transmitted froekt" antenna maintained during
the current symbol intervalik = 2,..., K. The ISI setl in (3) can be defined ab= {2,3,---, K}.
Symbols regarding the ISI components in (3) may be defined;as:diag(+/P;1, \/Piz), hy = [hi, hi]
(0) (T-1), (2 (T+1)

andSy = [ 57/, ..., 87 5 S, .., S

p |. P;; and P;» quantifies the power leaked to the previous

and the next symbol intervals. The valuesif and P, , are determined by the delay of the i relay
node with regard to the first node. Different values/fand P, at a various delay amounts can be
found in [5].

We may use 47 x T)-element matrixR to collectively define all the received vectors, yieldiRg=
[r, r9, ..., v7]7. As given in the ACLDC system [5], the signal processing fiorcQ; in (4) can be
interpreted agetting thet™ column ofR. The auxiliary matricesX and X; in (4) can be exemplified
as: X = [y, vPholz, ..., VPehglz]x diag(Cy,...,Ck) and X; = [ /Piihls, \/Piahilz]
diag(C;, C;), wherel; denotes aifT x T)-element identity matrix. Additionally, théK Q x 1)-element
desired signal vectdb, and thei™ (2Q x 1)-element ISI signal vectds,; may be denoted a&i, = [b?,
b!, ... bl" andb, = [b!" |, b7, ,]7. To constituteb,, the identical(Q x 1)-element vectob, is repeated
K times to match the definition oK. Furthermore, to make up; and by, we will setb, and by,

to (@ x 1)-element all zero vectors, which is also known as the guateivals and prevents ISI from



spreading to the adjacent blocks. As can be seen from theeabwlysis, in the ACLDC assisted system
the trial input of the local OF (6) can be expandedla@) = [b(t — 1), b(t), b(t +1)], V¥t = 1,..., T,

whereb(0) = b(T' + 1) = 0, are guard intervals.

[1l. BREADTH ADJUSTABLE TREE-SEARCH ALGORITHM

In this section, our decoding algorithm, which is termedres‘breadth adjustable tree-search algorithm
(BATSA), will be presented and compared with the classigdiese-decoding-based algorithms (SDAS)
presented in [12], [13], under both the ACLDC and the TR-STB&emes assisted MISO system
scenarios. The structure of the trees (or the trellis taislaherely decided by the transmission scheme
and the system scenarios, but is independent of which degaggorithm is employed. Our decoding
algorithms (BATSA) as well as the SD-based algorithms wdlddaborated in both the ACLDC and the
TR-STBC assisted systems in terms of the following threeeetspstructure of the tree (trellis table)

objective functionsand decoding proceduresvhich will be detailed in the following text.

A. Structure of the Tree or Trellis Table

As mentioned before, any candidate solution can be repex$édry a(@Q x 7')- (for ACLDC) or a
(1 xT)- (for TR-STBC) element matrif3. Nevertheless, in this section, we will unify the represéinon
of the candidate solution with @ x 7")-element vectofr. There will be N, number of possible candidate
solutions in the full sety, where N, = 297 (for ACLDC) and N, = 27 (for TR-STBC). We may index
the candidate solution as, with i = 1,2,..., N; by its vector value. Moreover, it can be expanded as:
Vi = [Di1y Digy . Vi)

Consider & -level tree or a-column trellis table. The node located at tiferow of thet" column can
be denoted a§j, t) and the input trial vector of it can be represented hypeelement vectoru; = [u; 1,
Uj2, - . UjN,), While Ny =3 (for ACLDC) or Ny = 2L + 1 (for TR-STBC). The implication of1;, can

be interpreted by the elements of as

uj, :[Di,tfla Vit @z,tﬂ] for ACLDC

uj, :[1.)2",5_[1, i}i,t—L—i—la . 7i}i,t7 2'}1'7t+1, ceey bi,t-i—L] for TR-STBQ (13)
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where j; is a real number ranging betweén N,] and N, = 23¢ (for ACLDC) or N, = 22t+! (for TR-
STBC). The value ofj; is decided by the value of vectar;,. A valid path betweeny;, andu,,,, can be

eStabliShed, ”[’U/jmz, cee 7ujt,Nb] = [th_HJ, cee 7ujt+1,Nb*1]'

B. Objective Functions of BATSA and SDAs

1) Objective Function employed by SD-based algorithifise OF employed by SD-based algorithms
is the Euclidean distances that can be expanded from (6)aA%e observed from (4), in the ACLDC

system, the local OF of node; employed by all the SD-based algorithms can be quantified as:

Z; — ij — Z Xz‘bj = Z?Zt - ft(ujv Zt)? (14)

1€l

where f;(u,, z;) is the local OF employed by the BATSA algorithm, which will Hefined in (16) soon.

et(uj, z;) =

In (14), l?)j = [FT(uj2), -, F(uj2)]" with F(u;2) repeatedK times, andf represents the transfer
function from a real number ranged withjih, 29] to a (Q x 1)-element BPSK modulated signal vector.
In (14), b; = [F " (u;1), F 7 (u;3)]". The definition ofX and X, has been given in Section II-C.

As for the TR-STBC assisted system, as can be summarizedifir@analysis in Section II-B and thanks
to the special feature of the time-reversed strategy, vilhen2, the decoder input, can be decomposed
into two mutually independent variableg andz;,, which respectively contain the components$gfand
b, With ¢t = 1,2,...,T. As a result, the local OF of node; employed by all the SD-based algorithms

can be quantified as:

2
= Zz%zt{ — ft(u]', Zt[), t_ = ]_, 2 (15)

1€l

et{(uja th) =

where the dynamic range farcan be divided into two closed integer areas which [aré, —1] and
1

1, L] respectively. Correspondingly we will havig = ST S S hy 2o hijhug+a), Wheni =
1 ; . .

1,.... L; and &; = mz;_L S e o i ohej, wheni = —L,... —1. Besides, in (17)

ZT)J- = F (ujr+1) and I')j,i = F (ujp+1-:), foralli = —-L,...,—1 andi = 1,..., L, wheref represents

the transfer function from a real number ranged within2] to a BPSK modulated signalk; is the
conjugate ofz;; and f,(u;, z;) is the local OF employed by the BATSA algorithm, which will defined

in (17). Then the optimal solution can be obtained by solving= arg;, .y ;—; y, min Zthl er(uj,, z)
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.....

betweenv; andu;, has been defined in (13).

2) Objective Function employed by BATSAlternatively, (6) can be simplified by eliminating the
common parts independent f)(t) and l;(t, i). More exactly, in the ACLDC system, the local objective
function (OF) of nodau; in thet™ column of hte trelis table employed by our decoding algonBBATSA

can be quantified as:
_ 5 H
ft(u]', Zt) IQ?R Xb] + Z le]] Z —

i€l

H
Xb; + > Xiﬂj]

i€l

Xb; + 3 Xif)j] . @6)

i€l
The local OF of nod€j, t) employed by our BATSA-based detector in a TR-STBC assisgstem can

be quantified as:

why + 3 &b, (i)]

1€l

xz}j+2@1§j(i)], f—1.2 (17)
i€l

i€l

ftf(ujaztf) :2%{

.....

.....

where the relationship between andu;, has been defined in (13).

C. Decoding Procedure of BATSA

The entire decoding procedure carried out by BATSA can beldd into two stages. The first stage
is termed as the ‘pre-processing’ stage, and the second ®afe genuine searching process. The first
stage can be further divided into two steps. During the firgp ®f the first stage, the fitness value, i.e.
output of the local OF of each node in the trellis table will dsculated. During the second step of the
first stage, theV,(¢) nodes within the™ column will be sorted in descending order according to their
fitness values of the local OF.

The flow-chart of the entire searching process is depicte&ign 2. During the second stage, the
searching algorithm can be divided into three stegsdablishing a complete route forwardsalculating
the accumulated fitness value backwasshsl comparing and picking up the local elite vect@nly one
route is considered for any of these steps.

The first step, namelgstablishing a complete route forwards‘extensiohas denoted in blue in Fig. 2,

starts from thel® column in a depth-first manner. If a route has been estakljshe initial searching
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breadthM will not be changed. Otherwis@/ will be increased byA. The searching breadth can thus be
adjusted in the fastest manner. This step may be re-adiatany of the2" to the (T — 1) columns of
the trellis table during the following steps. In contrastthe first step, the above-mentioned second and
third steps, which are respectively marked as blockaadculate partial path metricand of ‘compare

& pick up elite partial pathin Fig. 2, will be operated in turn at any search-depth frdme (7" — 1)"
column backwards to thg"® columns of the fitness table.

For the sake of presentation convenience, in the followthg, first number, which usually contains
parametex), is associated with the ACLDC system; while the second nuymiggch is in a pair of angle
brackets, is referred to the TR-STBC aided system.

The full setV can be divided int@*? (2%") subsets in(T" — 1) ways, according to the value of the
(t—1)" and the/™ elementgthe (t—L)™, (t—L+1)™, -+, (t+L—1)" elements of the candidate solution
vectorsv, whent = 2,... 7. The v subset is denoted a@@, andV = Uivilv(f), with Ny = 22¢
(Ng = 22"). For each subséf!’, it can be further divided inta®“~2 (2-) subsets, recorded &',
with j =1, ..., 20072 (j =1 .. . 2075)

Similarly, all the nodes within thé" column of the trellis table can be divided infd, = 229 (2%F)
groups, according to the value of their fi|25t<2L> elements. Obviously, all the nodes within the same
group in thet™ column emanate from the same node in the 1) column of the trellis table. Thus, we
may alternatively denote;, asu,, ;,, wherevy; € [1, Ng| andi, € [1, N], with N, = 29 (2). There will
be a unique paif~y,,i;} corresponding to each=1,..., N;(¢).

For a givenT-element candidate solution vectéy, the accumulated fitness valug(v;) of the last
(T —t+1) elements is defined &5v,) = Zt-T:t fi(u;,), where the implication ofy;, has been specified
in (13). The vecton‘zﬁ)i is defined as &-element vector with its firstt —2) ((t — L —1)) elements being
zero, the(t — 1)™ and thet™ elements(the (t — L), (t — L+1)", ---, (t+ L — 1)™ element$ equalling
to uj, 1 andw;, » (wj,1, wj, 2, -+, u;2r) and with the combination of its last” —¢) (T —¢— L+1))
elements indexed by. We further exploit notatior‘i/’g) as the set collecting all the vectové’i)i, Vi =1,

L, 2000 (i =1, L, 2T B D We further define?z(f) as the vector having the highest accumulated
fitness value among all the vectors in §é‘i’. Moreover, the elite accumulated fitness va@é}éis defined

as the accumulated fitness value from the- 1) to the 7™ element associated witﬁ(f).
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Based on the above notations, our algorithm can be mangelgtcording to the following instructions:

1) Do not begin to calculate and pick up until a route from ttfeto the 7" column has been
established;

2) If the current column is not th&™, establish a valid route;

A (t+1
v 1

3) Suppose a valid path has been established fagm to u.,., ;,,,. After gainingv, ) from the

(t + 1) column, affix it with the first digit of the current node, i.fefy’gl.hl, and copy the elements

D 1o v,

from thet" to the T" position ofv%+1 N

4) Suppose a valid path has been established fagm to u,,_ , ;. ,. After gaining @S’Zﬂ) from the
(t+1)™ column, accumulate the value with the local fitness valuéefdurrent nod¢;(u.,, ;,) and
record the sum ag", ;

5) Before returning to thét — 1) column, we need to re-activate ‘Step Establishing a complete
route forward from all the sister nodes belonging to the same groupn the ¢t column within
the searching breadth.

6) Assuming there aréV, number of nodes belonging to th¢' group within the searching breadth,
compareqsgg throughi = 1,..., N,. Return to thgt — 1)™ column with the vectoﬁfy’zk having the

(t) ~(t)

highesth),k asv., in combination withqgk asq. .

(1

Eventually, the final solutiof is equivalent to?r,y1 ,,,,,

<Ng = 22L>. The above procedure is precisely expressed with pseudessdadAlg. 1 (see page 26). An
illustration of the whole process can be found in Fig. 1, veiteystem employing an ACLDC transmitting
scheme withK = 2, Q = 2, T = 2 and a search breadth/ = 8. Note that the numbers in blue or
red indicate the order of the corresponding branch beingedi©or backtracked. The example in Fig. 1
shows that the first successfully established route ineicaly Steps 1,2,3,4 and 5 i832; — 321, —

2113 — 1144 — 1425 — 4204". Below we will use the form of 321,’ to represent Node1,,; = [3 2 1]

in the 2" column of the trellis table and32; — 321, as the transit from Stat@32, to State321,. The
fitness valuef;([420]) and f;([142]) will be accumulated in backtracking Steps 6 and 7 to Levellenl
it will explore a new path spawning from 14,’ through Steps 8 and 9. After backtracking the partial
path indicated by Steps 8, 9 to nodd4,’ again, the algorithm starts searching for another possihlid

path through Step 12. The resultant Node4s’ has no valid branch to any node in Level 6 within the
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searching breadth. Hence, Step 12 is marked as an ‘unstidoedgension’ with a dashed line. So far, all
the possible branches spawning from Notlet,’ have been exhausted within the current allowed search
breadth. A comparison will be made among the accumulateestrnalues of all the partial solutions that
have been found so far;([000142]) = f5([142]) + fs([420]) and F5([000143]) = f5([143]) + f6([430]).
Since F5([000142]) > F5([000143]), the partial route 114, — 1425 — 420’ wins out and is determined
as the elite partial route, yielding'” = [000142] and §{” = F5([000142]). Correspondingly, the elite
partial route 114, — 1425 — 4204’ represented by Steps 4 and 5, are also highlighted by b lin
Fig. 1.

This process continues untjf” is calculated asF(%fB) = £1([042)) + ¢? in Step 44. As can be
observed from Figs. 1, there are no more nodes in Column IXc#mbe used as a root originating a valid
transit to any node in Column 2 within the searching brea8#h.a result, all the searching processes
allowed by the current searching breadth= 8 have run out. As indicated by Lines 12 and 13 of Alg. 2
(see page 32), the final solution can be determined as therveating the highest overall fithess value
betweenv!" andv{". In the given example in Figs. 1, the final solution is decidsd’ = [422432]

1 1
as " > V.

D. Complexity Reduction of BATSA

Two kinds of operations are considered to further reducectimeplexity of the tree search algorithm
presented in Section IlI-CStraight top break bloclkand breadth-adjustment schem&he former will
reduce the complexity of the algorithm under a special casevall not degrade the bit-error-rate (BER)
performance. The latter, as one of the major novelties ofatgwrithm, will reduce the complexity of the
algorithm under all cases at the expense of an insignificarfopnance loss.

1) Straight-Top Break (STB)A non-performance-loss complexity-reduction proceduaedied Straight
Top Break(STB) block is designed to further reduce the complexityha optimal or suboptimal tree-
search algorithm. The main rationale to activate STB at'theolumn of the fitness table, is that if so far

the current partial route ")

is made up of nodes ranked at the first row in each column fer, ..., T,
there is no need to run the search function in the curténtolumn from any other node. Ultimately,

a significant amount of unnecessary complexity imposed bgdlpotential transitions impossible to be
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parts of the final solution can be saved.

2) Breadth AdjustmentWhen the channel is not extremely hostile, some complexightrbe further
saved by limiting the search and backtracking within thet fivé rows of the trellis fithess table. The
depth-first search allows us to make a quick decision to asgd¢he)/ by a step ofA, if no valid route
has been found within the current search-breadth

As can be observed from the example shown in Fig. 1, by setfiagearching breadth/ = 8, many
unnecessary searches and calculations are averted, ythesisimg the overall complexity. Nevertheless,
it is also possible that some nodes constituting the optsoaition are out of the range designated by
the searching breadth. Under such circumstances, if anstheoptimal solution has already been found
within the available searching bound, the searching bheadt not be increased. As a result, the optimal
solution will be omitted, incurring a performance loss. Ktreless, we may find a tradeoff between the
system BER performance and the computation complexity tgimmae the efficiency of the decoding

algorithm. More discussion about this issue can be foundertién IV.

E. Decoding Procedure of SDAs

In this subsection, we will briefly review the procedures bé tSDAs proposed in [12], [13]. The
search algorithm provided in [12] will be denoted as SD belamd the SDAs presented in [13] will be
represented as VA/SD in the following text. Suppose the eld@ctor found so far can be denotedias
and its corresponding route in the trellis table{i;,, @;,, ..., @;,}. Then the constraint radius can be
defined as- = Zthl e:(1;,), where the definition oé; can be found in (14) (for ACLDC) and (15) (for
TR-STBC). Unlike BATSA, the accumulated fitness value igkdted in the time sequential order from
t =1,...,T in the SDAs. During the continuing searching process, thieviing constraint has to be

fulfilled for all ¢ € 1, T):

t

> eilwy,,z) <v (18)
i=1
If node u;, violates (18), the subtree emanating from it can be prunée. Searching radius can be

further reduced, if a superior vector having a smaller dvéitaess value thary; has been found out.
Apart from the above features, the VA/SD proposed in [13]l wlso make use of the Markovian

properties of the channel and will also prune the subtrees fnodeu,,,. This occurs if the elite
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accumulated fitness value, which is calculated frBrto ¢, among all the partial paths represented by the
sub-trees emanating from,, ; is bigger than that of any partial path emanating fram;. u,, ; is the

sister node ofv,, ;, and both ofu,, ; andu,, ; emanate from the same node in tfte- 1)™ column.

F. Difference between BATSA and SDAs

The first difference between our proposed BATSA algorithrd #me SDAs lies in the OF. Based on
the principle described in Section llI-E, the OF employedabySD-based algorithms provide the optimal
solution with the minimum OF value among all the candidatieitsms, such as (14) (for ACLDC) and
(15) (for TR-STBC). On the other hand, the OF employed by o&F ®A algorithm such as (16) (for
ACLDC) and (17) (for TR-STBC) would require the maximum OHRueafor the optimal solution, which
consequently reduces the complexity in calculating thall@Fs.

The computational complexity of the local OFs is the supsitpm of the real-number FLOPS imposed
by calculating the local OF of all th&, 7" number of states in the trellis table during the detectiatedure
for a block of signal, given that there aig rows andl’ columns in the trellis table. It should be noted that
X andX; are decided entirely by channel impulse responses, regardf the state during the calculation
of the local OFs. Thus, we will not consider the complexitycafculatingX and X;, when we compare
the difference of complexity imposed by local OFs employgdhe BATSA and the SDAs. Apart from

X andX;, we have listed other inputs of the local OFs in the Table I.

TABLE I: Inputs of the local OF associated with each state in(tiiex 7')-dimensional trellis table.

t
1 2 T
J
1 ui, z1 ui, Z2 ug, - - ui, zr
2 u2, 7z u2, z2 uz, - u2, ztT
s Z1 s Z2 ) y ZT
N Un,Z1 | UN;;Z2 | UN, o0 | UN, 27

For the sake of convenience, we may define= Xlgj + Y el Xil::;j (for ACLDC) anda = xlT)j +

Y el fibj(z’) (for TR-STBC). Please note thathas to be calculated in both (14) and (16) in the current
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version. Therefore, in this respect both (14) and (16) hiagesame computational complexity. Furthermore,
as can be observed from (14) or (16)does not depend on the value ffand it only hasN, number

of legitimate values corresponding to thé legitimate values ofi;, whenj = 1,..., N, (see Table I).

It should be noted that botl;j and 17)]» are determined by; where their relationship is addressed after
(14). Overall, the value of and the second term of (16), which(is”a), only haveN; legitimate values.
Hence, the calculation of or (a’’a) need only to be operatel; times (j = 1,..., N;) throughout the
entire trellis table.

It is important to note that all the FLOPS are calculated rmte of real-number operations. There-
fore, one complex-multiplication equals four real-numbarltiplications and two real-number additions.
Besides, if the additions are between tWg x 1)-vectors, the number of FLOPS imposed by the vector-
addition will be N times of that required by each element. Similarly, the nundbdd=LOPS imposed by
multiplication between twd/N x 1)-vectors will be N times of that required by each element, with an
extra of2(N — 1) real-number additions.

First of all, let's look at the local OFs (16) and (14) empldy®y BATSA and SDAs in the ACLDC
assisted system. Let’s firstly consider the operations @). (As suggested by the reviewers, (16) can be
decomposed into two operation®{a’z;} anda’a. When the value of th¢T x 1)-element vectorn
is available, the calculation dh’a) will impose 2 real-number multiplications, 1 real-numbeldiion
per elemerit yielding 37" FLOPS per index. This further results i87' N, FLOPS per vector per trellis
table required by (16) but not (14).

Although the first part of (16) R{a’z;} - is a vector-multiplication and its calculation has to be
manipulatedV, T’ times, only the real part of the result will be needed. Eaegmeint multiplication will
cost 3 real-number FLOBSTherefore, the FLOPS imposed ®{a’z,} is (3T + T — 1) per state, and
(3T +T — 1)N,T per trellis table. In summary, the complexity imposed by) (@part from calculating,
is 3TN, + (3T +7T — 1)N;T real-number FLOPS. All these complexity results are reedrith Table .

On the other hand, in (14) the calculation imposed by opamadi = z; — a and ||d||* as stated by

! This is because each elementaofif represented by: + b3, will take part in a calculation ofa — bj)(a + bj) = a® + b>. So there are

two real-number multiplications and one real-number &aolalt
%If there are two complex-valued numberst bj andc + dj, R{(a + bj)(c + dj)} = R{ac — bd + (bc + ad)j} = ac — bd. Therefore

calculating®{(a + bj)(c + dj)} will impose three real-number FLOPS.
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the reviewer have to be carried o7 times per trellis table. Firstly, the real-number FLOPS asgd
by calculatingd = z; — a is 27" real number additions per state. Secondly, calculafidgf will cost an
extra of (37 + T — 1)® real-number FLOPS per stat€herefore, in terms of the entire trellis table,
the FLOPS imposed by (14) - apart from that by calculatinga - is (57 + T — 1)N,T, which is
§ = 2T'N,T — 3T N, more than that by (16). As also been elaborated in Table II.

As we can see, in ACLDC assisted system, as long as we haveT N, T — 3T N, > 0, which results
in 7" > 3/2, we will have the complexity of calculating (14) more thamttlof (16). As a matter of fact,
having a block of more than one codeword is normally assunyedelfault, hence the conditich > 3/2
can be easily fulfilled. Therefore, we have shown that the F&EGmposed by calculating the local OF
of all states in the entire trellis table employed by the Si3dul algorithms, is more than calculating the
OF employed by our algorithm in the ACLDC system, as long ashiock-lengthT” > 1.

Similarly, as for the local OFs employed by our BATSA in the-BRBC assisted system, apart from
a, there will be3 N, T real-number FLOPS imposed by calculatiRfa*z; }, and3 N, real-number FLOPS
imposed by calculating*a in (17), in terms of the entire trellis table.

On the other hand, as for the local OF (15) employed by SDAsetwill be2 N, T real-number FLOPS
imposed by calculating & z; — a, and2N,T real-number FLOPS imposed hig||?, in terms of the
entire trellis table. Apart from the FLOPS imposed by thevabmentioned operations, we may notice
that either (15) or (17) quantifies the local OF based only na of theT receive signals during the
entire’T-codeword block. Thanks to the structure of the TR-STBC swhedetection can be manipulated
in parallel with T independent detectors. However, the FLOPS of one deteamtdbe multiplied by
T times in terms of the complete detection operation, thaudias to be calculated only, times in the
entire course. All of these have been illustrated in Tahle I

Therefore, in terms of the complete detection procedure, tb FLOPS imposed by calculating
the OF of the SD-based algorithms in a TR-STBC assisted systeis (2NrTT — 3N;) more than
that by our algorithms. As can be observed, as long as we hayé27T — 3) > 0, which results in
TT > 3/2, we may draw to the conclusion that calculating (15) costsentmmplexity than calculating

3This is because each elementdyfif represented by + b7, will take part in a calculation ofa — bj)(a + bj) = a® 4 b*. So there are

two real-number multiplications and one real-number &aolalt
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(17). Obviously, the conditiodT” > 3/2 is guaranteed to be satisfied in a TR-STBC assisted system
having multiple transmit antennas. As a summary, the coxtglef calculating (15) is always higher
than that of (17) when a MIMO system employs TR-STBC schemes.

The other differences have been scattered in the previatjsated will be summarized in Table Ill. We
should mention that in this table, the restriction of thercleimg breadth to a certain level will sometimes
provide the system with a near-optimal BER at a significargijuced complexity, which will be proved
by simulation results in Section IV-C. Based on the abovdyaig the complexity of our algorithm
will be lower than any SD-based algorithms. This is furthesved by the simulation results shown in

Section V.

G. Proof of Optimal Solution

We will demonstrate that our algorithm BATSA will provideethoptimal solution by proving the
following theorem:

Theoreml1: When the algorithm jointly presented by Algs. 1 (see page &%) 2 (see page 32)
is employed with)M = 239 (for ACLDC) or M = 22+1 (for TR-STBC), the decoder output =
S—)

Proof: See Appendix B. [ |

V. SIMULATION RESULTS

In this section, the BER and complexity performance of ogodathm will be denoted as ‘BA as a
short for ‘Breadth Adjustable’. It will be investigated irmmous system scenarios which employ diverse
ACLDC schemes or TR-STBC schemes. The performances of gorigdm will be compared with the
SD algorithm [12] and the VA/SD algorithm [13]. The effect thfe block lengthl” and the searching

breadth)M to our algorithm will also be studied.

A. Effect of the ACLDC Block-Sizé

As can be seen in Fig. 3, our tree-search algorithm with- 64 is shown to provide the system with the
optimal solution, when ACLDC scheme witli = 2, 7' = 2, @ = 2 (which is short for ACLDC(2,2,2))is

employed. No difference can be observed between it and thal§@ithm or the VA/SD algorithm. It



20

also overlaps with the curve obtained by the ML algorithnouih the performance of the ML algorithm
was unattainable when the block size exceBds 8 due to an unrealistic long simulation run time. When
the block size increases from 2 f9 at a step of 2, the effective symbol rate is 0.67, 0.8, 0.858,0.
0.909, 0.923, 0.933, 0.941, 0.947, 0.952. Based on the atioservation, we may conclude that, given
a delay valuer, both the effective symbol rate and the BER performance rmpraved along with the
increased block-siz&'. Additionally, the BER performance of the system is alsoaembed when a larger
searching breadth is allowed. However, the superior sthreofjthe algorithm with a larged/ value over
that with smaller searching breadth, is decreased as Isi@ekF' increases.

The simulated complexity results versus block-sizare illustrated in Fig. 4, which is calculated as
the average number of FLOPS, including the number of additioultiplications and comparisons, cost
by each symbol to decode the entire ACLDC block. As can berobden Fig. 4, while the complexity
consumed by each symbol soars exponentially with block-gizvhen the ML algorithm is put to use.
It severely limits the system from achieving a higher efficie and better BER performance. On the
contrary, the complexity imposed by BA remain almost the samspite of the block-size increment.
The difference between the expected FLOPS per symbol coalgioyithms with diverse initial searching
breadthM and incremental step& is almost invisible in this figure, compared with that betwemy of
the BATSA and the ML algorithm. However, as can be observemhfFig. 4, the VA/SD algorithm saves
more complexity than the SD-based algorithm, and our algorisaves even more complexity than the
VA/SD algorithm. The difference of the complexity betweamr algorithm and the VA/SD algorithm can
be observed with higher resolution in Figs. 5 and 6, whiclpeesvely depict the Probability Density

Function (PDF) of the FLOPS cost per block by a VA/SD algarnthnd by our algorithm.

B. Investigation in Different Systems

In this subsection, we will investigate the BER and compiepierformances of the VA/SD algorithm
and our algorithm in different systems. More exactly, theRBRerformance versus the system SNR
obtained in a flat-fading system employing an ACLR(,2) scheme or an ACLD(,2,3) scheme
have been illustrated in Fig. 7. Besides, the BER versus S&tRmnance of a TR-STBC assisted system

with three-path or four-path frequency selective channeds also been depicted in Fig. 7. As can be
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observed from Fig. 7, no matter what system is the enviromntkee BER performance of our algorithm
does not show any difference from that achieved by the VA/gprahm. We will present the complexity
cost of both algorithms in the TR-STBC system in Fig. 8. As barobserved from Fig. 8, our algorithm is

always more economic than the VA/SD algorithm when the systeassociated with various parameters.

C. Influence of the Searching Breadtl

As noted from Fig. 9, with a fixed incremental step &f = 2, the BER of a system employing
ACLDC(2,2,2) drops significantly with the enhancement & thitial searching breadth/ when M < 20.
However, no further improvement of BER has been observecdhwhieeinitial searching breadti exceeds
20. The curve quantifying the PDF of the FLOPS per block, eadd with searching breadth, gradually
increases from\/ = 4 to M = 64 and is depicted as a three-dimension surface in Fig. 10.dbserved
that the complexity imposed by our algorithm is always lowen that of VA, which employs the same
OF as our algorithm. As can be summarized from Figs. 9 to 1@mthe channel SNR and delay are
respectively equivalent to 20dB and= 3/4 symbol interval andl" = 20 CLDC codewords are entailed
by each ACLDC block, an initial searching breadth /af = 20 with an incremental step oA = 2 is

sufficient to obtain the BER performance of VA with a much lowemplexity.

V. CONCLUSION

In this paper, we have proposed a novel sequential treetsedgorithm to solve the optimization
problem posed either by the ACLDC scheme with an asynchmneceiver or by the TR-STBC scheme
with frequency selective channels. Theoretical analyst simulation results have demonstrated that our
algorithm is able to remarkably raise the effective symladkrof the system employed by either the
ACLDC or the TR-STBC scheme, with a complexity that is lowleart the SD-based algorithms, the VA
algorithm and the ML algorithm. This can be achieved as ogordhm not only employs a different
objective function with a lower computation complexity thall the previous SD-based algorithms, but
also tactfully avoids repetitious calculations. We furtbgtend our algorithm so that the searching breadth
can be adjustable based on a prefixed initial value and sezidet according to the channel SNR and

delay.
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APPENDIX A

QR-DECOMPOSITION

Now, we will expand our discussion of QR-decomposition i subsections: Section A.1 - optimization
problems in the MIMO system where the detection procedurpriszvoked per symbol interval; and
Section A.2 - optimization problem in our two system modelgeve the detection procedure is activated
per block duration comprising’ codeword durations and a fixed amount of guard intervals. detection
procedure of al-element signal vector in a wireless communication systam loe regarded as an
optimization problem. It can be either solved by a tree deafgorithm on an element-by-element basis,
whether each element is a symbol or a codeword made up ofadesyanbols; or by a non tree-search
algorithm which will obtain all the elements of the outputatce or in a non causal, non sequential
manner. Below (Section A.1), we provide an example to show RdR-decomposition is employed to
transfer an optimization problem that cannot be solved bg-tearch algorithms, to an optimization

problem that can be solved by tree-search algorithms.

A.1 Optimization problems in the MIMO system with singlecktlength transmission

We consider a MIMO system with/; number of transmit antennas affk number of receive antennas.
Flat-fading channels are assumed and no other transcelem® is employed. The detection procedure
will be activated during each symbol interval, as the systamploys a scheme of single-block-length

transmission. More exactly, the received signal at any gynmterval can be quantified as:
r = Hb + n, (29)

where the(Mg x 1)-element vectom quantifies the additive white Gaussian noise (AWGN) samples
encountered at thé/g receive antennadd is the (Mg x Mt) channel impulse response (CIR) matrix,

andb is the (M7 x 1) signal vector transmitted from th&/r number of antennas. The CIR matrix can
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be further expanded as:

hll h12 T thT
h21 h22 Tt hQMT

H= , (20)
h]VIRl hMRQ T h]MR]\/IT

whereh;; is the CIR between thé" transmit antenna and th#&' receive antenna. The OF represented in

the form of Euclidean distance can be quantified as:
E(b,r) = [lr — Hb|*. (21)

In order to apply tree-search algorithm, we have to breakndthe overall OF intalM/r components, so

that:

MR

E(b,r) =) e(¥(t).r), (22)

t=1

wheree,(v(t),r,) is thet" local OF. According to (21)¢,(v(t),r,) can be quantified as:
e ((t),re) = |l — hib|?, (23)

wherer, is thet™ element of the received signal vectoandh! represents thé" row of the CIR matrix

H. Obviously,v(t) remains to be the entire trial vectbrregardless of the value of Hence, we have:
v(it)=b, Vt=1,2,...,T. (24)

Obviously, with a local OF of (23), the estimation of the emtvectorb cannot be pursued on a symbol-
by-symbol or codeword-by-codeword basis.

A QR-decomposition is hence introduced to map the detegtioblem ofb into a tree search algorithm.
Under such circumstances, the CIR matiixhas to be QR-decomposed to achid¥e= QR, where the
(Mg x M7) matrix Q has orthogonal columns, so th@!’Q = I, andI, is an (M7 x My) identity
matrix. The(My x M7)-dimensional matrixR is upper triangular. Therefore, we multiply (19) wi’

on both sides vyielding;

z=Q"r=Q"Hb+ Q"n=Q"QRb + 0 =Rb +i. (25)
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Thus, the overall OF can be alternatively defined as:
E(b,Qr)) = E(b,z) = ||z — Rb||. (26)

We may write the overall OF in (26) as the sum/df local OFs, such that
M+

E(b,z) = e/(V(t), ). (27)
t=1
with
e (V(t), 2) = ||z — h{ b|?, (28)
where z is thet" element ofz and h! represents thé" row of the decomposed CIR matriR, which

is a triangular matrix and can be represented as:

Ry Ry Rz - RlMT
0 Ryy Raz - -- RQMT

R= 0 0 Rs3 -~ R3MT ’ (29)
0 0 0 - Rymag

Substitutingh, with the " row of (29), as observed from the triangular featuréRoin (29), (28) can be

further derived as:

er (V(t), 2) = ||z — by, ¥ ()%, (30)
whereﬁft_ﬁ is the row vector containing the lagt/r —t + 1) elements of the™ row of R. Correspond-

ingly, in (30), v(¢) can be written as &/t —t + 1)-element column-vector containing the elements from

the t" to the M element of the entire trial vectds. More explicitly, we may have
V(t)=[by byyr -+ bag]", VE=1,2,..., M. (31)

Now combining (30) and (31), we can see that, with the aid oRad@composition the entire trial vector
b can be pursued on a symbol-by-symbol basis using a treeksedgorithm on a\/s-level tree or a
M+-column trellis table, where the states of #ffecolumn employ the' local OF e, as shown in (30),

with an input ofv(¢) as shown in (31).
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A.2 Optimization problem in our two systems witilcodeword per block

The unified equations of local OF characterizing both opation problems in our two systems have
already been given by (6) in this paper. The exact definitiomach parameter in (6) is detailed in the last
paragraph of Section II-B, when the time-reversed spame-block code (TR-STBC) transmit scheme is
employed in a system having two transmit antennas, oneveeegitenna, while the channel between each
pair of antennas is &L + 1)-path frequency selective fading channel. Moreover, treui@te definition
of all the parameters in (6) are also detailed in the lastgraph of Section II-C, when &K, T, Q)
asynchronous linear dispersive code (ACLDC) scheme is @&medlin a cooperative transmission having
a K-transmit antenna and a single receive antenna and eachetharflat-fading and the" to the K
antennas are not synchronized with the first antenna. Ftrefluexplanation about the system parameters
K, T and @, interested readers may refer to the original paper.

1) In TR-STBC assisted systenWithout applying QR-decomposition, the overall OF in the-SRBC

assisted frequency-selective systems can be represesited a

E(b,Q(r), X, X,.1) = ||z — Xb — Z X\7b, _i;;“gi 2, (32)
i=—L =1
where the(27T" x 1)-elementz can be further expanded as:
_ ) -
Zy
7 = : (33)

Zr




wherez; = [z, 2] . z is the resultant vector df(r)

diagonal matrix which can be expanded as:

[
I

X 02x2 02x2 )(12 02x2
O2x2 X 02x2 02x2 )(12
02x2 02x2 X 02x2 02x2
[ L
Zi:l Ei:o |h;“~|21 0
0 Ziﬂ Zz‘L:O |h;“~|21
OQXQ 02x2

02x2

O2x2

X1,
02x2
O2x2

Zi:l Zz‘L:O |th|2 I,

2L +1)
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.In (32), X is a (27" x 2T")-element second-level

: (34)

where0,, is a(2 x2)-element all-zero matrix. Besides, in (32) the other notetican be further expanded

as:

|-l
I

(35)



whereb(t) =

)
==

5 (—)
X;

02x2

02x2

O2x2

()
X,

O2x2

O2x2

O2x2

()
X;

Zz*—L Zk 1 ZL-H h*

X1,

O2x2

O2x2

kj

2

2(L +1)
02x2
jifﬁ 02x2 02x2
02x2 jigH 02x2
02x2 02x2 5§?»
B L 2 L—i 7 %
Zz’:l Zk:l ijo hkjhk(jJri)
2(L+1)
02x2
02x2

2

O2x2

X1,

O2x2

O2x2

O2x2

X1,

7

02x2

L+i 3 %
Zz*—L Zk 12 5 hk(] i)

2(L + 1)

kJ
2(L+1) ?
)EfHIQ 02X2 02x2
02x2 -X$+)12 02x2
02x2 02x2 )E;HIQ
02><2 02x2
02x2
L—i 7 4
Zz 1Zk 12 hi, hk(j+i)I
022 2
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[b(t)1, b(t),]™ are the trial estimation of the two signals making up fhe&STBC codeword.

(36)

(37)
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b(1 — )
b(2 — i)

b, = ., Yi=—L,...,—1,1,...,L. (38)
b(T — i)

As observed from (38), a guard interval coverihgSTBC codewords has to be inserted before and after
the T-codeword signal blocks.

As can be seen, the auxiliary matrices multiplying the teisimation vector of the transmitted signal
are all diagonal and do not require any QR-decompositionsTthe overall OF quantified by (32) can be
represented as the superpositiofdbcal OFs, as being addressed in (6) in the revised papehdtarore,
the local OF addressed in the right hand side (RHS) of (6) enrélvised paper can be epitomized in the

TR-STBC assisted system as:

e (\'f(t),Q(r)(t),X,Xi,I[) :et< (t), 2, X X;+>,Xg->,1[)

~

—1 _ 2
- - Y Xbe-i -3 X X (bt (39)
i=—L i=1
Through observing (39), we may easily obtain:
V() =[BTt —L) BTt —L+1) --- BT(t+L—1) bT(t+L)]". (40)

SinceX and X; are both diagonal matrix resulting from the smart designhef TR-STBC scheme, the
(T x T)-element detection block-outpi can be obtained ifl" parallel tree-search detectors, with the

local OF corresponding to thé column of thet™ detector quantified as:

—1 _ L ~ 2
er = ||z — Xb(t)e — > XI7b(t —i)e— Y X{Pb(t — i) (41)
i=—L i=1
where
V()i = [Tt —L); BT(t—L+1); - BTt +L—1); BT (¢t + L) . (42)

Now combining (41) and (42), we can see that teow of the entire estimated signal blogk = [15(1)

. B(T)] can be obtained on a symbol-by-symbol basis, with (41) diyamg the local OF of the states
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in the t™ column of thet™ detector, and with any state in th& column of thef" detector representing
the estimation for thé™ symbols of the(t — L), ..., M, ... (¢t + L) codewords as shown in (42).
2) In ACLDC assisted systemgVithout applying QR-decomposition, the overall OF of théiimzation

problem proposed in the ACLDC scheme assisted system candiiied as

_ K _ 2
E(B,Q(r),X,Xi,H) = Z_@_szhz ) (43)
=2
where the(T'T x 1)-elementz can be further expanded as:
Z
Zy
. — , (44)
zr
wherez, = [z1,...,27]7. X is a (TT x QKT)-element second-level diagonal matrix which can be
expanded as:
X OTXQK e OTXQK
OTXQK X T OTXQK
X =
OTXQK OTXQK e X
[h1C1,vP2h2C2,"‘ avpKhKCK} OTXQK OTxQK
OTXQK
OTXQK
OTXQK OTxQK [hlclu\/P2h2CQa"' 7\/PKhKCK]

(45)
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whereCy, is a (T x Q)-element matrix mapping th@) x 1)-element original signal vector t& signals
that to be transmitted from thé" antenna an@y;, ok is a (T x QK)-element all-zero matrix. Therefore,

eachX is a (T x QK)-element matrix. Thé Q KT x 1)-element desired signal vector can be expanded

as:
( b(1)
K times
\ b(1)
— b(1) | ( b(2)
| B K times{
b= = : (46)
\ b(2)
b(T)
( b(T)
K times
| B(T)
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where the(Q x 1)-element vectoib(t) is the trial estimation of the) signals making up the" LDC

codeword. The'™ (T'T x 2QT)-element interference auxiliary matrix will be defined as:

X OT><2Q to 0T><2Q
- OT><2Q Xz to 0T><2Q
XZ‘ -

OT><2Q OT><2Q te Xz

[\/ Pi,lhicia \V Pi,thCi] 0T><2Q ce OT><2Q

OT><2Q
Vi=2,.. . K. (47)

OT><2Q

OT><2Q . OT><2Q [\/ B,lhicia vV Pi,thCi]

The (2QT x 1)-element estimation of the signal vecl@irthat transmitted from thé" asynchronous relay

can be represented as:

b(0)
] b(2)
b;(1)
3 b(1)
e Bi(Q)
b, = = b(3) , Vi=2,..., K. (48)
b(T)
) ) b(T - 1)
b(T +1)

As observed from (48), a guard interval of one LDC codewords to be inserted between any two

adjacentl’-codeword signal blocks. As can be seen, the auxiliary cegixX andXi multiplying the trial



33

estimation vector of the transmitted signal in (43) do nofuiee any QR-decomposition to be diagonal.
Thus, the overall OF quantified by (43) can be further represkas the sum df' local OFs, as being
addressed in (6) in the revised paper. Finally, the local @#fressed in the RHS of (6) in the revised

paper can be epitomized in the ACLDC-assisted system as:

el (\'r(t),Q(r)(t),X,Xi,I[) — e <\'f(t),zt,X,)~(i,H)

B K. 2
=|lz. — Xb(t) = > X;bi(t)|| . (49)
=2
Through observing (49), we may easily obtain that:
v(t) = [BT(t—1) BT(t) BT (t+1)]". (50)

Jointly considering (49) and (50) we may see that, withoutRed@composition, estimatioB = [f)(l)

. b(T)] can be pursued on a codeword-by-codeword basis GHevel tree or7-column trellis table,
with (49) quantifying the local OF corresponding to the esain thet™ column of the trellis table, and
with any state in the™ column representing the estimation for thie— 1)™, the " and the(t + 1)"

codeword, as shown in (50).

APPENDIX B

PROOF OFOPTIMIZATION

Before proving Theorem 1, we will firstly propose and proverinea 1.
Lemmal: Based on the algorithm jointly presented by Algs. 1 and 2 igleyed with M/ = 239 (for

ACLDC) or M = 2?1 (for TR-STBC), the following equation:

¥ = ang max [ Fi(9)}, (51)
vevi)
is established fof = 2,...,7 — 1. It can be proved by mathematical induction; the structdrevisich

may be summarized as:
1) (51) is achieved wheh=T — 1;
2) If (51) is achieved whem = ¢, and it is also satisfied wheh=t — 1.
Proof: We will present the proof of (51) following the structure ofithematical induction. We will

firstly clarify some notationsN, = 29 (for ACLDC) or N, = 2 (for TR-STBC) denotes the number
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of nodes contained by each group in a column of the trellisetaldore details about the definition of

‘group’ can be checked in Section IlI-QVy, = 3 (for ACLDC) or N, = 2L + 1 (for TR-STBC) denotes

the number of elements contained by the vector represeating node in the trellis tablévy = 22 (for

ACLDC) or Ngq = 25! (for TR-STBC) denotes the number of nodes in the first colurhthe trellis

table. Below we starts the proof.

1)

2)

Whent = T — 1, there is only one valid path emanating from each node in'theolumn. Hence,

by assumingk = argmax;—1 _n{fr-1(uy,_,.:) + fr(w,,)}, whereqyr is decided by the last

.....

Ny — 1 elements ofu,, , ;, we haved! Y — ('~ 1)) p = ATgmax, g 1>{FT_1(\'1)}. That is

Y(T-1) NT-1

A

Vg) = arg max, eV(t){F’t(‘.f)} is achieved when =T — 1.
Whent = ¢, there will be N, nodesu,, ,; € U, , with i = 1,..., N, in the (¢ — 1)™ column.

According to the algorithm description
¢ = fa(u, ) +d0, Vi=1,....N, (52)

where~, ; is determined by the lagtVy, — 1) bits of u,, , ;, and we havey,; # vi2 # - -+ # YN,

Since (51) is maintained when= t, we should have

0 = arg max { (v )} Vi=1,---, Ny (53)

T e,
As given by the definition ofcjgt and (53), we should hav%z = max, o {Ft(\'r)}, Vi =
1,..., Ny. Additionally as given by Line 15 of Alg. 1, we may define %ﬁtj?i as the set
containing all the vectors having all elements being zercepk the )V, elements, i.e. from the
(t—1—(Np—1)/2)" to the (t — 1+ (Np — 1)/2)™ elements equaling ta,, , ;. Therefore, the

(t—

regional elite partial vectofr havmg the highest accumulated fitness valuévfyﬁ should

)

be v/, with its (t — 1 — (Nb — 1)/2)" element changed ta., ,;;, yielding \7 .- That is:
‘_73:1,)2‘ = argmax‘.levgi:ll)i{ﬁtfl(\'f)},W = , Ny. According to the definition OWV i the

(t—1—(Np—1)/2)" - (t =14 (Np— 1)/2)”1 elements of all the vectors belonging\f/tff:)Z

(t-1)

are the same. Hencg, (V) is the same for any € V.~ .

Therefore, following (52) we have

<H>.: max {F1(V)},Vi=1,--- Ny, (54)

Gy = X
Wt 1%
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According to (54) and the definition af._)’, we have

t—1
a5 —iflﬁ?f(]vu{q%_l,)i} = i:IP’%f(NU{ I&?ﬁ) {Fia )}}- (55)
Yt—1,t

Since V") = UM, Vft PZ, (55) can be further simplified ag’ ) = = max,_ge-{F1(¥)}.
Te—1

Therefore,\?(%j) = argmax, y - 1){Ft_1(\'/)}. So far, we have proved that as long as (51) exists

for ¢ = t, it will also exist fori =t — 1.

Since we have proved Lemma 1, we will begin to prove Theorem 1.

Proof: Based on the above two items, (51) will always be true withimtange of =2,...,7 — 1.
We will further provev = argmax‘-,GV{F(\'f)}. For any given noday, in the first column, we define
the set entailing vectors starting with, as sefv\". Apparently, we hav&/!" = V. As further derived

from (51), we have

\Qf,(yz) = arg max {FQ({/)},\V/’Y =1---Ng. (56)

vev
Since all vectors irW(Wl) have the same firgtV, + 1)/2 elements,f;(v) will be the same for any vector

v E V,(yl). Therefore, as suggested by Line 11 of Alg. 2 and (56),

ol = max { fi(¥) + B(¥) } = max {F (%)} = max {F(¥) }, vy =1 N (57)

veviV veviV veviV

According to Lines 12 and 13 in Alg. 2 and (57), we will have

V = arg max {q,(y )} = arg max { max {F(V)}} (58)

’Y—l 1 Ng 'EV—(YU
We haveV = UNg vV and (58) can be further simplified ag:= arg max\',eV{F(\'/)}. Thus, we have
proved Theorem 1, i.e. the output given by our algorithm BAT®hen M = 23¢ (for ACLDC) or

M = 22+ (for TR-STBC) will always be the optimal solution. [
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Algorithm 1: Recursive functiorSearchRt searching for leaf-nodes with=2---T.

input

Output Pt» V

cl

50
vt ! Q’(Yt)

11740; pp«0

2 for j« 1to M do

3 if u, € U,, then

10

11

12

13

14

15

16

14— 1+1
if t =T then
‘a/()<_[0’ v 0wy, e u]%]

T—2
Q’(Yi) <~ fT(uj7 Zt)

Py <— 1;  return

else

decide

Vit1 S [Uan T uij]

if ¢'*1) has NOT been calculatettien {pt+1,

elsep;1 < 1

if p;y1 =1 then

| Straight Top Break

7® 2(t+1)
Vi LO ) 0,’ Ujls Uy pats

t—2

~ 1
¢\, filuy,z) + @)

17 kb — arg maXZ':L---,Ng{qf(y?,i}

(t)

18 th < thk

2(t)

®)

®)

19 V' é—VV k

20 pp + 1;

return

)

2 (t+1)

A(t41)

’7t+1 9 qﬁ/t-ﬁ’l

} < SearchR{(t + 1,7v,41)
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last step

Stepr, an
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. Stepr, a
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—_
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Fig. 1: An example of our decoding algorithm manipulated on a sed#ble withA/ = 8 andT = 6. The number, regardless
of whether in blue or red, indicates the sequence numbereofrtAnipulating steps. On one hand, the blue numbers label all
the exploring operations. On the other hand, the red nunmieées to the backtracking process. The path highlightedaild b

yellow color represents the final solution obtained by tlee-search algorithm, as in the given example.
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t++ t++
(_BEGIN )

extension

M=M+A
(Searcth(m ) t=2---,T

TR =11 —
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5 ( MainFn ) t=1 r++ v
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.a Tt = 1
Tl | r A+
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=
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=hD |cpk up g

ellte artlal ath

*ift = T, loop will t—— p p g

be terminated, backtrack yes/t:2k no 2
when r7 > 16. )

Fig. 2: Flow-chart of the breadth-adjustable tree search alguritihe detailed pseudo-code of bd#ainFn and SearchRt
are presented in Algs. 2 and 1 respectively. Besides, theermabiextension’ and ‘backtrack’ are marked with the sameocol

in the example shown in Fig. 1.
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TABLE Il: Complexity imposed by calculating the local OFs of all thates in the trellis table employed by the SDAs and

BATSA, quantified in real-number FLOPS.

ACLDC TR-STBC
Components BATSA SDAs BATSA SDAs
local OF (16) (14) (17) (15)
a? 16N, * 16N, ° ON, LY 2N, LY
afla 3TN, 0 3N, 0
R{afz} BT+T-1)NT O 3SNTT 0
d=2z;—a 0 2T N, T 0 AN, TT
|d]|? 0 3T +T—-1)NT O 3N.TT
Overall Difference
2T N, T — 3T Ny AN, TT — 3N,
SDAs — BATSA
Condition for 3 3
T>= T > =
~ 3 ~ 3

SDAs > BATSA

aa = Xf)j + Zie]l XZBJ
PBPSK modulation is assumed, complexity imposed by calmgaX and X; is omitted, as they are required only once during the

detection intercourse, and will not affect the result of toenplexity difference between BATSA and SDAs.
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TABLE IlI: Difference between BATSA and SDAs

Components BATSA SD VA/SD
Local OF (16)((17)) (14) ((15)) (14) ((15))
Procedures where the accumulated Backtracking Forwamhgxin  Forward extension
fitness value is calculated & backtracking
Usage of Markovian Property Yes No Yes
STB complexity reduction Yes No No
Breadth Adjustability Yes No No

6 T i

—6—tree search, M=10F2
—»—tree search, M=32-16
—=—tree search, M=64=0
- & -VA/SD

—+-SD

v ML

12 14

10
ACLDC blocksize T

20

Fig. 3: BER performance versus the ACLDC block sizewhen different detection algorithms are applied at sysBR=

20dB, in combination with the ACLDC parametefs = 2, T = 2, Q = 2 and delayr = 3/4. The total number of ACLDC

blocks used for simulation is sufficient to detect 100 erparsebits.
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9 10 || —=—tree search, M=6450 |
; —#—tree search, M=32=16
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o 108 | ,
n
a
O
|
- 6
B0 ¢ 1
(&)
(]
o
>
W 4
10 - |
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Fig. 4: Complexity versus the ACLDC block siZE, when different detection algorithms are applied at sysBR= 20dB,
in combination with the ACLDC parametels = 2, T = 2, Q = 2 and delayr = 3/4. The complexity of all tree-
search algorithms are obtained through simulation, whicbaiculated as the mean value of the overall number of additi
multiplications and comparisons required for decoding @LBC block divided by the number of information symb@#,

averaged through 100,000 number of blocks. .
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block sizeT', when VA combined SD algorithm is applied. All the point ingHigure is obtained at system SNR0dB in

conjunction with the ACLDC parametei§ = 2, T = 2, Q = 2. The total number of ACLDC blocks used for simulation is

sufficient to detect 100 erroneous bits.
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Fig. 6: Three-dimensional probability density as a function of B€PS cost per ACLDC block as well as the initial block
size T', when our algorithm is applied with an initial searchingdith of M/ = 32 and an incremental searching step of
A = 2. All the point in this figure is obtained at system SNRO0dB in conjunction with the ACLDC parameters = 2,

T =2, Q = 2. The total number of ACLDC blocks used for simulation is suéfint to detect 100 erroneous bits.
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Fig. 7: BER performance versus the system SNR, when different tietealgorithms are applied in systems employing an
ACLDC scheme associated with = 20 or an TR-STBC withT' = 8 codewords per block, while the frequency selective
channel had. = 3 or L. = 2 delay paths. The numbers in the brackets that start with22¢® ‘2,2,3" denotes an ACLDC
system withK = 2, T = 2, Q = 2 or Q = 2. The fourth number in the brackets quantifies the delay ofstteond antenna
in an ACLDC system. The legends starting witll.'= 2)’ or ‘(L = 3)’ denotes the 3-path or 4-path TR-STBC system. The
first scalar following ‘BA' represents the initial searchibreadth and the second scalar quantifies the incremeafabétthe
searching breadth, if the initial searching breadth dodsenaoal to the number of rows contained by a column in the entir

trellis table. The total number of ACLDC blocks used for slation is sufficient to detect 100 erroneous bits.
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Fig. 8: Comparison of PDF of FLOPS per block of the VA/SD algorithnd aur algorithm in TR-STBC assisted system
obtained at SNR 14dB, while the frequency selective channel has 3 or 4 pathseasti block containg” = 8 codewords.
A searching breadth of/ = 64 or M = 128 is employed when TR-STBC is employed in a system with fouhpeequency

selective channels. The total number of ACLDC blocks use&dsiimulation is sufficient to detect 100 erroneous bits.

x10*

——T=20,1=3/4, SNR = 20dB

BER

0.6 1 1 1 1 1 1
4 10 20 30 40 50 60 64

Initial Search Breadth M

Fig. 9: BER performance versus various initial searching breddtfat a givenA = 2, when an ACLDC block is made up
of T'= 20 CLDC codewords and one guard interval as the delay of thecasgnous node is = 3/4. Additionally, all the
different detection algorithms are applied at system SNRdB, in combination with the ACLDC parametefs = 2, T = 2,

Q@ = 2. The total number of ACLDC blocks used for simulation is sifint to detect 100 erroneous bits.



46
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Fig. 10: Three-dimensional probability density as a function of FHEOPS cost per ACLDC block as well as the initial
searching breadtid/, when incremental step i& = 2. One ACLDC block is made up of' = 20 CLDC codewords and
one guard interval. All the point in this figure is obtainedsgstem SNR- 20dB in conjunction with the ACLDC parameters
K =2,T=2,Q =2. The VA employs the same OF as employed by our algorithm BATBAe total number of ACLDC

blocks used for simulation is sufficient to detect 100 eroursebits.



Algorithm 2: Main intercourse of the proposed algorithm, including thain function -MainFn.

input : M, A, fitness table

output: v

1n<+0

2 while n =0 do

3 M+ M+ A

4 for j« 1to M do

5 Jecide [Wjo, -+, Ujny]

6 {p, \Qrf), q@} + SearchR{(2, 7)
7 if p=1 then

8 n=n-+p

9 | Straight Top Break

10 \7'7(11) — \QIEYQ)

11 qr(ll) — fi(uj,,z1) + (j§2’

12 k < arg maxl-zl...n{q(l)}

7
~ —(1
13V<—V](€)




