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Abstract

In this paper, we present a multi-gate mesh network architeture that has been developed to ensure
high performance and reliability under emergency conditios when a system expects to receive power outage
notifications and exchanges. In order to handle the meteringraffic, under time varying outage conditions we
introduce a multi-gate and single-class back-pressure basd scheduling algorithm, which takes into account
both the hop-count, as well as the queue length of each meshd® An important requirement of this
algorithm is that all the meter nodes should always maintaina separate path to each gateway. We first
quantify the stability region of the network when our novel agorithm is applied to schedule the packets. We
then present a numeric analysis to prove that the overall netork delay is reduced as a result of employing
the proposed scheduling algorithm. Moreover, we also theetically prove that the network is always able
to remain stable as long as the arrival rate vector lies insid the stability region provided by our scheduling
algorithm. Finally, we derive a distributed objective function that is adopted by the practical implementation
of the packet-scheduling scheme. The simulation results dicate that under the context of the multi-gate
network, our packet-scheduling scheme can indeed signifioly improve the network’s reliability and delay

performance, which are important factors under outage condions.



I. INTRODUCTION

One of the most important issues in Smart Grid (as definedeitut® Energy Independence and Security
Act of 2007 [1]) is to provide a reliable and secure two-wayl-¢orend communications system for the
Advanced Metering Infrastructure (AMI). The AMI system airat providing consumers with knowledge
of their energy usage and the capability of monitoring andtradling the electrical system components.
While networking technologies and systems have been greatianced, the smart grid faces challenges
in terms of reliability and security in both wired and wirgdecommunication environments. For instance,
smart home appliances represent a major part of the Smaftvision of improving energy efficiency and
they have to communicate with entities and players in otmear® Grid domains via home area networks
and neighborhood area networks. For inter-operable n&sytine appropriate use of wired and wireless
technologies has been the main focus for smart grid last coiemunication networks. One example of
the latter is Power Line Communication (PLC) [2], which ise&ing considerable attention for home area
networking applications. At the same time, Wireless LAN (M) techniques, such as the IEEE 802.11
family of standards [3] with their maturity and cost effeetess, have been extensively deployed for
wireless access and home entertainment. However, to @avidrge coverage area for AMI in residential
areas, multi-hop communication is vastly favored over loamgge single-hop links. Indeed, the benefit
of multi-hop transmissions is that of combating the rapidajeof the received electromagnetic signal
strength, as the communication distance increases. Ajthdliere has been a tremendous advancement
in mesh networking, from the architectural point of viewg thMI network should be designed to ensure
a high degree of reliability, self-configuration, and de#faling. Meeting these requirements depends not
only on the selection of a mesh routing protocol, medium Asdgontrol (MAC) protocols, and physical
(PHY) layer, but also on the nature of the traffic at its aglan layer.

For example, the time-varying traffic generated under eerarg situations poses a significant challenge
in ensuring the reliability and timeliness of the smart gnetwork. In particular, outage management is
one example where a system expects to receive power outéifjeations and an exchange of information
among all the meters. This situation tends to increasedraffid, resulting in severe network congestions.
Furthermore, in a multi-hop mesh network, a meter whicheggnts a mesh node, should not only transmit
its own generated packets, but also those received fronhibeigng meters.

In the case of a conventional neighborhood area networksidemtial area is normally divided into
separate regions where meters (i.e., mesh nodes) in eaidn regmmunicate with the AMI headend

through their local gateway point. Under such conditiongsters closer to the local gateway (i.e., last



hope nodes) are expected to experience more severe camgdsin those further away and this could
create a bottleneck, especially under outage conditionsrder to allow collective participation in the
routing, it is advantageous to combine all the sub-networtes a larger network with multiple gateways
where meters can access to any of the gateways based onrbftial dctivity [4].

Multiple gateway networks, also known as any-cast seryicage been an important issue for internet
access. Their function is to provide a mechanism that caetsehe of many servers in the network [5],
[6]. For mobile ad-hoc and sensor networks, any-cast congations can be applied in situations where
there are multiple sinks in the network and the main straisgly find the nearest sink [7]-[9]. With
these networks another challenge arises from the sharediméda MAC/CSMA protocol, such as IEEE
802.11, is used. In this situation, interference due tditr&bws sharing the same path as well as other
traffic using different links, could affect the network thghput and delay performance. Recently, there
has been increasing interest in the design of distributedd &£ &lgorithms at the MAC layer to maximize
network performance [10]-[15]. In [12] a CSMA algorithm tvia rate control has been proposed for
multi-hop networks. The combined algorithm can achieve ptmwl performance under ideal conditions.
The authors in [12] have also expanded their analysis forcaisy and multi-cast services, which are
presented in the Appendix in [13]. However, the analysiscivhs based on the assumption of continuous
back-off time and instantaneous channel feedback, igribeesffect of collusion. Although CSMA-based
algorithms have shown a throughput optimality, their dgdayformance for practical applications can be
worse than that of the Max-Weight algorithm [10], [11], [1§16]. The basic concept of the Max-Weight
(also known as back-pressure) algorithm for a multi-hopvogt was first introduced in [17]. It will
schedule any packet through a specific route according tajtieeie-length difference of each single-
direction single hop link. Essentially, the schedulingoaithm presented in [17] endeavors to mitigate the
gueue length difference between any pair of mesh nodes imehgork to the maximum extent. They
provide a statistical analysis to prove that the algoritBmable to achieve the maximum stability region,
albeit without providing any distributed solution. Sindeen, this algorithm has found its application
in many areas of wired or wireless communication system$-[28]. Additionally, a large number of
variants of the algorithm were put forward with differentj@dtive functions (OF) in wireless multi-hop
networks. For instance, in [25], the authors modify the Ofhst head-of-the-line packet delays are taken
into consideration. In [26], [27], a related delay-basedei policy that provides exponential weight to
the delay (the so-called exponential rule) is shown to beutpnput-optimal. The authors of [28] consider

a single transmitter connecting to a number of destinatvvasan ad-hoc network. A separate queue



is maintained for each destination at each relay node. Hervéhe delay performance of the original
back-pressure algorithm [17] may become uncontrollabtettie following two reasons. Firstly, given
F' classes of flows in the entire ad-hoc network, which are mistished by the destinatiod; queues
remain at each mesh node, although only one queue is servadimt. Based on this structure, the
complexity of maintaining the queuing data at each nodeesmsxs proportionally with the number of
potential destinations, which further increases the defahe original back pressure algorithm. Secondly,
due to a lack of contribution from the hop-count to the OFgsitguite possible that the original back-
pressure algorithm in [17] may route some packets througtuehnonger route rather than the shortest
path to the obliged destination.

Against this background, the main objective in this papetoislesign a low complexity Max-Weight
distributed routing algorithm that can achieve a low delayfgrmance. Thereforegur first contribu-
tion is to propose a hop-count based single-class back-psse scheduling algorithm, which can
significantly reduce the delay when compared with the origial back pressure algorithm [17] For
instance, the authors of [29] have put forward a novel OF l@r ¢entralized algorithm, which jointly
takes into account the hop-count as well as the queueing waitang in the buffer for each node’s
concern. However, each packet has a single destinatiochwdoesn’'t change the multi-class queueing
data structure maintained at each node where a separate fpumaintained for every class of packets.
Since the destination of each new packet injected into thehnmetwork was determined and could be
any of the nodes constituting the network, the hop countdl feoential destinations need to be obtained
from time to time. This definitely adds to the traffic load, aslivas the complexity of calculating the
OF, hence increasing the delay of the proposed algorithm.

As opposed to previous works [17], [25]-[28lr second contribution is to embed our proposed
scheduling algorithm into a multi-gate network structure, where the destination of any packet
injected is not fixed beforehand.In other words, the final destination may vary as the packesgm
through each relay-node and cannot be determined, untgathes the final destination. Given this
flexibility, the processing delay is significantly reducesl anly one queue needs to be maintained at
each node. Based on the above distinct features of the prdpaigorithm compared with the original
back-pressure algorithm [17gur next contribution is to quantify the stability region and analyze the
reduction of the overall network delay, which is a result of enploying our scheduling algorithm.
We will analyze the contradictory impact of the key paramsetamployed by the OF of our algorithm to

enhance the throughput and reduce the delay, which leadetodcessity of finding appropriate values



for the parameters, so that a trade off between enhancingtédity region and reducing the network
delay can be maintained. Additionally, we prove that themogk is able to remain stable as long as the
arrival rate vector lies inside the stability region.

The scheduling solutions presented by all the above mesdiback-pressure based algorithms, i.e. [17],
[29], are achieved by optimizing the centralized OFs viaawsdtively searching all possible scheduling
solutions. These centralized algorithms require too mumk tind complexity to implement in the context
of ad-hoc wireless communication. Thus, a large varietyistritbuted algorithms, such as those of [30]-
[36] were proposed to apply the OFs featuring the centrdlaédgorithms.Our fourth contribution is to
derive the distributed OF from the centralized OF used by ourscheduling algorithm, so that it can
be used for practical implementation. Finally, for our iemplentation we use an extended experimental
test-bed developed in [4]. This test-bed consists of foteways and 48 mesh nodes where each node is
generating variable bit rate (VBR) traffic, which are themfarded towards the master gateway as their
final destination.

The organization of the paper is as follows. In Section Il thalti-gate mesh network architecture is
presented. In Section Ill, the novel multi-gate hop-countt queue-length based back-pressure algorithm is
proposed. Next the corresponding stability region is defineSection 1lI-A, in the context of the proposed
algorithm. Moreover, the ability of our algorithm to redutiee overall network delay is numerically
analyzed in Section 1lI-B. Additionally, the capability otur algorithm to stabilize the network is proved
in Section IlI-D and the appendix. In Section 1V, the OF of dhistributed implementation method is
derived from the OF employed by the proposed centralizeoriéiigm. Other aspects of the implementation
of the proposed algorithm, together with the simulatiorultss which are obtained by using a proactive
tree-based routing manner, are presented in Section V.ighien followed by the conclusion and final

remarks, which are presented in Section VI.

[I. MULTI-GATE ROUTING NETWORK ARCHITECTURE

A neighborhood area network may consist of multiple meshretivorks where mesh nodes represent-
ing meters in each sub-network can only access the localvggtdeach gateway, which is also referred
to as the Data Aggregation Point (DAP) by the smart grid comitgus connected to the master gateway
(headend) via a wired or wireless link. Due to the variableireaof the traffic, some gateways may suffer
from more congestion than others. Under such conditiondesidelonging to neighboring sub-networks
cannot participate in the routing to reduce the traffic lobd.order to allow collective participation

in the routing, it would be advantageous to combine all thie-rsetworks into a larger network with



multiple gateways (DAPs) where all the meters can accessoértge gateways, as shown in Fig. 1.
This arrangement is expected to enhance the self-healidgelfrorganization abilities of the network if
some of the gateways and nodes become non-operational onoess are added to expand the network.
Designing such a network would require developing a flexibldti-gate routing protocol so that each
node (meter) can have a separate path to the gateways

We use symbolcz andN to denote the set containing all tiie gatewayss;, Go, ..., Gz and all theNV
mesh nodes in the entire investigated mesh network. Givgmadell € N, 7/(N) stands for the number

of hops from nodel to the nearest gateway. More specificaﬂX/(N) can be defined as

H(N) = min H(N — G), (1)
6eG
where H (N — G) stands for the number of hop counts associated with theestqrath from nod# to an
arbitrary gateways. As the maximum number of hops of a loop-free route is limipgda fixed number
H, the complete selN can be divided intdd subsets, which are denoted g with h =1,..., H. For
any given nodel € N, we havell € N, iff H(N) = h. Additionally, the queue length of the packets
inside the buffer of nodd at thet™ moment is denoted aQ (N, t).

We denote symbdL as the set containing all the single-hop single-directioksl. Suppose the mesh
network encompassessingle-hop single-direction links, which are denoted.gs.,, - - -, L, respectively.
Intuitively, the hop-count difference between the trarttgniand receiver of any single-hop link can only
be one of the following valuesi-1, 0 or —1. According to this metric, we may divide the entire link-&et
into three subsets,, L, andlL;,. More exactly, all the links belonging fb, are named as Type-I links or
forwarding transmissions, while the transmitters of a#l #ype-I links have one more hop-count than the
receivers. Similarly, all the links belonging i, are named as Type-II links or peer-level transmissions,
while the transmitters of all the Type-Il links have the samenber of hop-counts as the receivers. Lastly,
all the links belonging td.,, are named Type-Ill links or backwards transmission, whike transmitters
of all the Type-lll links have one less hop-count than theeners.

The routing matrix is denoted &, having elements from the sét-1, —1,0}, representing all the
one-hop links in the wireless mesh network. TNerows of matrixR correspond to théV mesh nodes,
and its L columns correspond to all the single-hop single-direction links. There are only two reate
elements in each column &. More specifically, in thdth column ofR, the value of the element with
its row-index corresponding to the transmitter nodeLpfs +1, and that corresponding to the receiver
node ofL, is assigned to-1.

The (L x 1)-element binary vectos represents a potential activation vector. If thle element ofs



is equivalent to one, Link,; is activated. Otherwise, Link; is not activated. The element values sof
are determined so that they comply with the selected imamfee model. That is, if all the links marked
by non-zero elements of are activated simultaneously, there will not be any patdst-due to mutual
link interference. Given a certain interference modelreheill be more than one solution satisfying
the requirement given by the model, which are able to offetualuinterference-free link combinations.
For brevity, all possible solutions to a certain interfe@model are collectively included in one set
Therefore, the elements Bare recorded as;, s, .. ., sis;, where|S| is the cardinality ofS - the number
of vectors inS. e € S denotes the activation vector that is ultimately selectedamong all the vectors

in S for the next time slot, based on the OF of the scheduling dlguar

I1l. NOVEL SCHEDULING ALGORITHM

The authors of [17] presented a throughput-optimized lmeksure based Max-Weight scheduling
algorithm. It does not only quantify its stability regiorytkalso proves that the network is always capable
of maintaining stable status as long as the arrival rateovastunder the stability region. However, the
centralized back-pressure algorithm in [17] does not thkedielay issue into account. Hence, it will cause
a longer-than-average delay and even routing loop probldmns. would be a crucial issue in smart grid,
specially under outage conditions. Nonetheless, our ifgorcan be regarded as a variant of the original
back-pressure algorithm proposed in [17]. Given the sameank topology however, its performance
exceeds the original back-pressure algorithm in two aspdicstly, by employing three parametets
£ and~ to quantify the metrics of Type-l, Type-Il and Type-Ill liskin respect to the hop counts, the
average overall time for a packet to traverse the networnk fitee source to the destination is dramatically
reduced, as compared with [17]. Secondly by adopting a rgale structure the processing complexity
imposed by the proposed scheduling algorithm would be mouared than the Max-Weight algorithm
in [17], hence further reducing the processing delay. Eaelshanode would only require keeping one
gueue containing all the packets arriving at that node.

We assume that the hop-count of a node to the nearest gatswagwn. In order to reduce the overall
propagation delay, nodes with less hop-count to the negegstvay should be the next hop. Moreover,
a larger arrival rate will be accommodated if the averageuguength of each node is reduced. For an
arbitrary nodeN, ; € Ny, any of its neighbors is included in one of the skis ;, N, andN,_;. Hence,
in order to reduce the overall propagation delay of delivgtihe packets initiated at the noNlg; to any
of the G gateways, its neighboring nodes belonging\p ; have the privilege over the nodes from the

setsN;, andNj,; as the next hop.



In order to accommodate a larger arrival rate initiated ahewde, the queue length of each node should
be reduced rather than increased with time and a balance @fubue length among all nodes should be
observed with time passing. Hence, the neighboring nodéseofransmitter nodd,, ;, having a shorter
gueue size, should enjoy the privilege of being a receivaseld on the above discussion the activation
vectore(t + 1) can be calculated through maximizing the centralized ORaioimg both hop-count and

gueue-length metrics. More exactly:
_ T (1T
e(t+1)=arg Tgsx{d (t)Ds}, 2)

wheres is an arbitrary candidate activation vector in SetAdditionally, the L elements in vectod ()
and the diagonal elements of the x L)-element matrixD in (2) respectively represent the queue-length
difference and hop-count difference between the traneménd receiver associated with tielinks.
Given the transmitting node of link; denoted ag'(L;) and its receiver node &L;), theith element of
d(t) is defined asd;(t) = Q(T(L;),t) — Q(R(L:),t).

In (2), theith diagonal element of th@ x L)-element diagonal matrilo represents the metric af in
terms of hop counts. Hend® can be considered as a functionIdof whereD is a diagonal matrix with
its ith diagonal elemenb; € {+1,0,—1}, foralli =1,2,..., L. The element); indicates the hop-count
difference between the transmitter and receiver of linkand is defined asb, = H (T(L;)) — H (R(L;)).
Given T(L;) € Ny, the value ofD, can only fall into one of the following three categories:Lif is a
Type-I link with R(L;) € N,_4, then D; = +1; if L; is a Type-Il link withR(L;) € N, then D; = 0; if
L; is a Type-lll link with R(L;) € N,,4, thenD; = —1. We useq, § and~ to quantify the hop-count
related metric of all the Type-l, Type-ll and Type-lll linkespectively. Since we want to reduce the
overall propagation delay, less hop-count routes are peefeHence, the three parameters may be ranked
in non-strict descending order as> $ > v > 0. In order to make the values af, 5 and~ positive,
as well as linearly proportional to the genuine hop-couftedince D; € {+1,0,—1}, the values of

D; € {a, 3,7} are set to béD = (D + pl)v. If we wanty > 0, we should let; > 1 andv > 0.

A. Stability Region

According to [17], to enable the network to operate in stestdyus, the rate with which packets arrive
at a certain mesh-node should be equal to the rate with whackets leave the mesh node. The dotted
vectora represents the arrival rates at themesh nodes at any moment. Generally speaking, any arrival
rate vectora belonging to the stability regio® has to be equal or smaller than the maximum service

rate that can be provided by the mesh-network. As for a meskonle, its topology is quantified bR,



and a certain interference model is quantifiedSoyNote that a server here refers to a transmission on a
single-hop link carrying packets from a certain mesh-nadistneighbor. More quantitatively, suppose a
service rate vectadf is defined such that itdh elementf; quantifies the service rate of thih server, given
any arrival rate vectodé under stability region, it should satisfy the conservatguationsa = —Rf. All

the vectorsf satisfying the conservation equation basedaois named as agi-admissible flow vector.
Additionally, all thea-admissible flow vectors are collectively defined by thelset

The matrixD will generate a bias of different type of servers. As beenngeffipreviouslyy is used to
weigh all the Type-l servers (forwards links). Similarly,is used to weigh all the Type-Il servers (peer-
level links) andy is used to weigh all the Type-Ill servers (backward linkspparently, the advantage
of the forwarding service over the Type-Il or Type-Ill sex@iobviously causes a more frequent adoption
of the Type-I service compared with the frequency of using Tigpe-I service given the same network
topology, when the original back-pressure based scheglalgorithm in [17]. Similarly, the frequency of
utilizing Type-ll and Type-Ill services is reduced as a tesfl the presence of the hop-count weighting
matrix D; more exactly3 and v in the OF (2) characterizing our scheduling algorithm. Thabiity
region of the mesh-network is changed correspondingly,reeetis to be re-quantified.

In other words, introducing the hop-count matbixin OF (2) is identical to associating every single-hop
link with a metric ranging betweef, 1]. The metric of every Type-I link, considered by the proposed
scheduling algorithm, is the same as that quantified by tiggnat back-pressure algorithm, where the
weighting factors of all the Type-l links are set to which can be alternatively regarded aga.
Additionally, the metric of every Type-Il link considered Ithe proposed algorithm to calculate its OF
is only a fraction of3/«a of that required by the original algorithm in [17]. Finallhe metric of every
Type-Ill link considered by the proposed algorithm to cédte its OF is only a fraction ofy/« of that
employed by the original algorithm in [17]. The variation thfe metrics of different type of links can
be regarded as a result of a variation of the service rateftdrent types of servers. More exactly, as
the metric of the Type-l link is not changed, the service atavided by every Type-I link under our
scheduling algorithm remains the same as that under thearigcheduling algorithm [17]. The metric
of each Type-Il link and Type-IIl link is reduced to a factdr ®/« and~/«a respectively. The reduction
of the metric of the link can be equivalently regarded as #walt of the reduction of the links service
rate. Regardless of the queue length difference betweemahemitter and receiver of each node-to-node
flow, the service rate provided by every Type-ll or Type-IHK under the proposed algorithm is scaled

down by a factor of3/« or v/«, compared with the rate in [17].



Finally, the arrival rate vectod under the stability region provided by the proposed albaritan be

guantified as:
_ 1. -
a=—-RD'f = ——RDf. 3)
(0%

Let IF; be the set of all flow vectors satisfying (3). Following thethwelology and notation employed by

[17], the setC’ can be quantified as:

C' ={a : there exists € F4, s € co(S) such that for the correspondirfg

we havef; < s; if s; >0and f; =0if s, =0}. 4)
Similarly, the closure ofC’, namelyC’ is defined as:
C' ={a: there existf € Fy, s € co(S), such thatf < s}. (5)
Finally, the stability regiorC is given so that inequatiof’ ¢ C ¢ C’
C'ccccC (6)

is satisfied.

B. Delay Reduction

In Section IlI-A, we have quantified the stability region dfet network when our novel scheduling
algorithm is applied. In this subsection, we will analyze timpact of our scheduling algorithm on
network delay performance. Firstly, the scheduling alkhoni will not generate influence on queueing
delay, transmission delay and propagation delay. Addilignas we have observed, the processing delay
will be reduced at each node of the network employing our delveg algorithm, since the reduction of
the number of queues maintained at each node will significaatiuce the processing complexity, as a
result of combining all the number of classes in [17] to a amsal class. All in all, the delay of the
network specifies how long it takes for a packet to travel sihie network from its source node to its
destination gateway. It usually contains two key parts: elginthe overall propagation delay and overall
waiting delay.

Assume that each single-hop link in the network leads to sagnpropagation delay. Thus the overall
propagation delay is proportional to the number of hops tetbpy a packet to travel across the network
from its source node to its destination gateway. Additibnahe proposed scheduling algorithm will
not have any effect on the entire waiting time. All in all, thrst significant impact of our scheduling

algorithm in the network delay is the overall propagatiomagemore exactly, the total hop count. Let
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us assume that the minimum number of hops required by a cqutaiket to reach its destination node
from the source node &, which is regardless of the scheduling algorithm employedHe network.
The total hop-counts genuinely cost by the packet to reacHastination can be quantified as:

l
H=H+Y Ah=I (7)

i=1

wherel is the total number of single-hop links actually traveledhy packet on its way to the destination.
Meanwhile,Ah; refers to the number of additional hop-counts added byitthéink taken by the current
packet. More exactly, we haveh, = 0 if the ith link traveled by the current packet is a Type | (forwarding
link having its transmitter one hop-count further than eseiver. Then we havAh; = 1 if the ith link
traveled by the current packet is a Type Il link (peer-levahsmission) with its transmitter having the
same hop-counts as its receiver. Finally/,; = 2 extra hop counts will be added if théh link traveled
by the current packet is a Type lll link (backwards transioisswith its transmitter one less hop-count
to the nearest gateway than its receiver.

Now we investigate the mean value of the incremental hop tsolifAh) added by the links starting
from an arbitrary mesh-node, which hag forward links, n;, peer-level links and, backward link.
Suppose that the service rate of tite forwarding, peer-level and backward link j&; = E[fi ()],

fui = Elfui(t)] and fi; = E[fu i(t)] respectively. Thus, by defining

ny i

f= Zflz+2fnz+2fmu (8)

the average probability of utilizing the forwarding, péevel and backwards link, when the original back

pressure algorithm [17] is applied can be quantified as:

Z fl ) anl fll )
f f

As a result, the average number of additional hops addedIthealinks transmitting from the current

P = , Pi= and Py =

Z ! f||| i
9
7 9)

node can be quantified as:

E(Ah) =P,Ah + PyAhy + Py Ahy,

Z fl 7 Zn” fll 7 an fIII
f f f

On the other hand, when the novel scheduling algorithm idieghpthe service rate of each forwarding

x (4 &=L (10)

link is the same, i.ear/a as the original service rate. However, as discussed in@etii-A, the actual

service rate of the Type-Il (and Type-IIl) links will be reckd by a fraction of3/a and~/« compared
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with the original service rate, when the original back puesq17] is applied. Ergo, by defining

f Zflz Bquz Zflll,i7 (12)
=1
the probability of purchasing a Type-I, Type-ll and Typelink, when our scheduling algorithm is applied,

will be modified respectively to:

o o fun
P = Z fll , b= L and Py = 27 (12)

f f

Thus, the mean value of additional hop-counts added by tikes,listarting from the current node when

our scheduling algorithm is applied, can be evaluated as:
E(AB) =P Al + ByAhy + Py Ahy

é i ‘ i
Z f'l +MX1+M><2. (13)

f f f
ComparingE(Ah) in (10) with E(Ah) in (13), immediately, we havéy > P, P, < P, and Py, < By,

for all kinds of network topology. As long a5, fu; > 0 or > fu; > 0, we will have E(Ah) <
E(Ah); while E(Ah) = E(AR) is only achieved whery ™, fu; = S fu: = 0. That is, when the
novel scheduling algorithm is applied, the average extqa ¢munts added by the links starting from an
arbitrary mesh node in the smart grid network is less thanwian the original back-pressure scheduling
algorithm [17] is applied. As a result, the overall propagadelay of a packet to travel across the network

from its source to destination node is ultimately reduced.

C. Trade-off between Stability Region and Delay

As can also be seen from (13), the valuesagfs and~ play an important role in determining the
delay performance achieved by our scheduling algorithmdssussed in Section IlI-A, it also plays
an important role in determining the value of the stabiliéggion provided by our algorithm. Generally
speaking, the stability region, which we want to increasepughly inversely proportional to the ratio of
a/ anda/~. Nevertheless, the average overall network delay, whichvesgt to reduce, is also inversely
proportional to the ratio ofv/5 anda/~. Hence, a trade-off needs to be maintained with approptiate
and o/~ values.

Two extreme cases can be illustrated in more details to addtes issue. Firstly, whea = 5 = ~,
there is no special preference on different types of routggrdless of whether it is a forwarding link,

peer-level transmission or backwards link. The averageatiygropagation delay cost of a packet to travel
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to the destination node when the network employs our schreglalgorithm, is the same as that when
the network employs the original back pressure algorithrfiLif]. According to (13), witha = g = ~,
the overall network delay will reach its maximum value given> § > ~. Despite of the degraded
delay performance the stability region of the network iseatd reach its peak value, as discussed in
Section 1lI-A.

On the other hand, the opposite case occurs when oo, and, ~ both have finite values. According
to (13), with this set of values for, 5 and~, we will always haveE(Ah;) = 0 for all i = 1,..., L.
In other words, where — oo, and 5, v both have finite values, the hop-counts taken by any packet
when scheduled according to our scheduling algorithm, aliNays remain at its minimum hop-count
benchmark value, as only forwarding links are activatedtsnvay. Ergo, the average overall propagation
delay of the network reaches its minimum value. However,earglich a scenario the stability region
for the arrival rate will also be reduced to its minimum vakero. In other words, network stability is
not guaranteed under such conditions. As can be seen frombthnee discussion, the choice of whether
enlarging or reducing the value ef, 5 and~ is contradictory in terms of either reducing the overall
network delay or enhancing the stability region. Therefare appropriate value of, g and~ should be
selected according to the specific maximum delay toleramcenaaximum throughput requirements of

the mesh network investigated.

D. Proof of the Network Stability Region

The dotted vectof; = [¢; ¢» --- qn]T can be used to represent the queue-length values of all the
N mesh nodes at any time slot. It can be regarded as an arbitrstgntaneous sample value of the
random vectoky(t). The system is considered to be stable if the queue-lendtal the N mesh nodes
are proved to have a tendency of being reduced. The diffedone of g can be regarded as the different
states of an aperiodic, irreducible discrete-time Markio&ic on a countable stage sp&@eAccording to
the Fosters theorem [37], the Markov system is stable, if arefind a Lyapunov functio’ : RY — R
and a finite subse® of Q such that the following two conditions are fulfilled. Figstivhen¢ falls into
subsetQ, the incremental amount of the Lyapunov function with tmeetiindex will not blow to infinity.
On the other hand, wheif falls outsideQ, the value of the Lyapunov function will be reduced during th
next time slot. More quantitatively, as suggested in [1A& Lyapunov function and the subggtcan be
defined as/ (q) = q"q =Y.V, ¢2 andQ = {¢ : 7 ¢ < by} respectively, wheré, is a positive number.

Let's assume that the arrival rate vectoat an arbitrary moment is Poisson distributed with a mean and
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variance ofp,. Given a positive numbet, as long as(t + 1) belongs to the stability regioff and we

can find a positive numbeéy, as a multi-variable function of and p,, such that

Bla’(t+1a(t+1) —a’ (a]al) = a] <oo i ¢"a <ty (14)
E[qT(t +Dq(t+1) - qT(t)Q(t)’q(t) - Q} <—e if §7q > b (15)

are both able to be achieved respectively, the mesh netvgodonsidered to be stable. Based on this
principle, we will propose and prove the following theorem:

Theorem 1: Given the activation vectoe(t + 1) that maximizes the value of centralized OF (2)
characterizing our scheduling algorithm, an> 1 and the stability regiorC quantified by (6) and
other formulae in Section IlI-A, if the arrival vecter(t + 1) € C, then the network is stable.

Proof: See Appendix, Sect. B. [ |

V. DISTRIBUTED IMPLEMENTATION

The distributed algorithm proposed in this paper leads taaatizal way to realize the centralized
algorithm. Firstly, a local OF derived from the OF charaiziag the proposed centralized algorithm as
addressed in Section Il is employed by each node as a ortéa select its next hop in the network.
Thus, a single-hop link, which has the node as the sender landéxt hop as the receiver, will be
activated. Then, if collision occurs during transmissiarre-transmission will be called for. The attempt
will not stop until it fails after a pre-stipulated numbertohes. Before revealing the distributed approach
of applying the centralized algorithm featured by the OF d25ection lll, the definition of the Single
Node Metric (SNM) and Single Link Metric (SLM) will be prested. The SNM is the product of the
gueue length of a certain node, multiplied by its hop counth& nearest gateway. More quantitatively,
given a nodel € N, the SNMWW (X, ¢) at timet can be defined al/ (N, ) = Q(N;, t) H(N), where H(N)
has been defined in (1). On the other hand, SLM represents #¢iiecrof a single-hop direct link. The
value of SLM associated with a link roughly stands for the SMAlue difference between the transmitter
and the receiver. More quantitatively, for a given libke L, withi =1,2,--- | L, the SLMW(L;,¢) can
be defined asV(L;,t) = d(L;,t)D(L;), where the scalarg(L;,t) and D(L;) quantify the queue-length
difference and hop-count difference respectively, botiwben the transmitter nodgL;) and the receiver
nodeR(L;) at timet. More exactly, we haveD(L;) = [H’(T(Li)) — H(R(Ly)) + u}y, wherey > 1 and
v > 0 make a significant impact on the valuesaf and~ and have to be appropriately selected, as
discussed in Section IlI-C. It may be worth mentioning thgt) = d(L;,t) is the ith element of the

(L x 1)-element vectod(¢) and D; = D(L;) is theith diagonal element of the x L)-element matrixD,
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which constitute parts of the OF in (2) characterizing thetiaized scheduling algorithm described in
Section lll. For aG-gateway system, let us assume that a potential transmatéN,, + has)M neighbors
By (Ny1), Bo(Np1), ..., Bur(Np 1), @and we denotd(N, 1) as the neighbor set of, v, which is defined as:
B(Nyt1) = {Bn(Np1)| m = 1,2,...,M}. The OF of the centralized algorithm, as quantified by (2 ca
be equivalently interpreted using the term SLM as:

e(L)(t+1) =arg S(Hglcag%m{ Z [SLM(L;, 1)] } = arg s(i?fsﬁ){ Z (W (L, 1)) }

Lies(L) Lies(L)

> { QT(L), 1) = Q(R(L:).1)| - | A(T(L) — H(REL)) + 4] v} } (16)

=arg max {

swesw) | £
wheree(L)(t + 1) is the set of links that are finally activated during the néxtet slot in a centralized
algorithm and obviouslye(L)(t + 1) C L. Moreovers(L) is an arbitrary set of links that could be
simultaneously activated without interference. Addiéityy S(IL) is a second-level set containing all the
sets of mutually interference-free links that could bevat&d simultaneously. Apparentky(L)(t + 1) C
S(L) is a particular element d§(IL) that can maximize the OF displayed in (16).

In the distributed counterpart, for a given nadggr, the concern is to select a single destinatioly, )
among all its neighbors; (N, 1), Ba(Ny, 1), ..., Bi (N, 1) as the next hop. Naturally, the given nollgr
constitutes a transmitter node of a certain link and the receiver node should be selected from its
neighbor-seB (N, t) based on a distributed OF. Due to a lack of SNM knowledge ohthaes, other than
opting for its neighbors in the distributed regime, the systis unable to jointly choose the transmitters
and receivers of all the links to be simultaneously actataring the next time slot, as implied by the
OF of the centralized algorithm in (16). Instead, each linthva fixed transmitter will choose its receiver
independently in the distributed regime. As long as a rerandeR (N, 1) is selected from the neighbors
of N, 1, a link transmitting one packet fromy, + to R(N,, ) will be activated. More specifically, the next
hop of a certain link; starting fromT(L;) is selected as:

R(T(L;))(t+1) = arg max { [Q(T(Li),t) — Q(R(Li),t)] : [H(T(Li)) — H(R(Ly)) + u] ~u} (17)

R(Li)EB(T(L:))
The equation in the brackets behinthxin (17) is the closest approximation of the centralized Odt th
is equivalently displayed in (2) or (16), when thf link L; is concerned in the distributed scheduling
algorithm. However, opposite to the OF of the centralizegbathm in (16), there is no element of other
links L; # L, presented in the OF of the distributed algorithm in (17) whiea receiver of a certain
link L; is being selected. Below, we begin to simplify the distrdguiiOF in (17) without incurring any

performance loss. Since both the valugfr(L;), t) and H(T(L;)) makes no difference for different node
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R(L;) € B(T(L;)), the identical part related to the transmitting node in (&t be omitted only when the
receiver node is concerned. Then (17) can be equivalenityewras:
R(T(L:)) (¢ + 1) = arg min { Q(R(L:), 1) [(R(L:)) + u]v | = argmin {QR(L:), HARL)) . (18)
R(L;)EB(T(L;)) R(Li)EB(T(L;))

Thus, the next hop of the first packet in the queudpf is selected according to the following criterion:

RNu7)(t+1) = min {HN) QN 1)} (19)

NEB(N, T)
As can be seen by the OF of (19), the distributed algorithm aaly determine the next hop for a
given transmitter node. When a certain node is chosen byaeavansmitter nodes as the next hop, the
distributed manner has no way of predicting or schedulimgehpotential transmitting nodes. Conversely,
according to the centralized algorithm given in Sectionthe overall optimal arrangement will not allow
one receiving node to have two transmitting nodes simuttaslg. In the next subsection, we will discuss
in detail the implementation procedure of the proposedimguprotocol characterized by (19), as well
as the practical methodology to solve the collision probleecurred by more than one simultaneous

transmitting node as addressed above.

V. IMPLEMENTATION MODEL AND SIMULATION RESULTS

For implementation of the back-pressure routing schemeysgd the mesh network architecture shown
in Fig. 1. A tree-base, multi-gate routing protocol develdpn [4] was considered. The routing scheme is
an extension of the Hybrid Wireless Mesh Protocol (HWMP) e tEEE 802.11s [3]. Due to the static
nature of the mesh network, we only consider the proactive gfathis hybrid protocol. As mentioned
earlier, in this network every mesh node in a tree not onlyegaties its own packets, but also relays
packets from its children nodes (except for the leaf nodAs)a result, the aggregated traffic in the
upstream link tends to increase as the hop-count reducesa\be seen in this figure each gateway, (

Go, ..., Gg) at the root of a tree periodically broadcasts root annooeces to set up its tree. We use
a randomization technique to avoid collision of root enleanent messages. It is important to note that
a gateway in this network represents the last hop node in psgaam link where the master gateway
(headend) is the final destination node. The MAC addresses, Gf, . . ., G; are employed as the unique
identifications that correspond to the root announcemawots fthe routing trees. In contrast to single
gateway, a node in a multi-gate topology has multiple estineits tree-table representing a separate path
to each gateway [4]. With respect to the implementation efgloposed back-pressure scheme, the main

objective would be the selection of the next hop based on il Salue. Therefore, in obtaining the



16

SNM value, only the parent nodes may be used in the calcuolalfibis is consistent with the OF (2) of
the centralized algorithm, as the elements correspondiribe parents nodes in hop-count mafixare
assigned with a higher value, as detailed in Section Ill.okdng to (19) in the proposed back-pressure
scheme, the queue-length and hop-count have to be caldllgta transmitting node, before scheduling
its packet to the next hop’s node. To implement this, we @®rgising beacon frames, which are primarily
used by a node to update its neighbors about its current toutee destination [3]. For example, when
a node receives a beacon frame (or an association request)ifs neighboring mesh node, it creates
(or updates) a neighbor list according to the informatiorithe beacon frame. The period of sending a
beacon frame should depend on the traffic model. At a highgiaeite, a faster update for calculating
(19) may be needed and this would be at the expense of higleenead [4]. It is important to emphasize
that the proposed back-pressure scheme relies on the patitirouting described earlier. Every node
should possess an active path to all the gateways (or at déeésw neighboring gateways for a large
network). When a mesh node (meter) receives a packet frooppsr layer (self generated packet) or a
neighboring node (relayed packet), it checks its neighisbahd compares the corresponding metrics. As
the parent list is updated by a root announcement process)eighbors’ list is updated and maintained
through the beacon frames. In our implementation, the sbsomallest value in (19) will be selected
from the same list to represent the next hop node in the cakekdkilure. In this back-pressure scheme
the route error message is blocked in order to reduce theneadrin the network. For instance, when
a link from node A to node B is broken due to consecutive patdstes, node A will re-schedule all
the packets from its data queue by selecting the second kagthor as its next hop destination. The
main difference between the distributed approximatioro@ilgm and centralized algorithm is that the
interference between links cannot be ignored by the digeibalgorithm. For the distributed network, the
Carrier Sense Multiple Access with Collision Avoidance @A CA) access protocol is commonly used
by the IEEE 802.11 family. This protocol controls accesshim shared wireless medium, which makes it
very sensitive to interference caused by other active ndsea result, the stability region will be reduced
as the interference would cause transmission failure ofeslimks, which have been activated to mitigate
the queue-length difference. This is despite the fact that@F employed by the distributed algorithm
is derived from our centralized algorithm. Similarly, as esult of failures in transmission caused by
interference, the delay associated with the distributg@réghm is hence increased, compared with the
centralized algorithm.

In our simulation model, a multi-gate network is constrdctieat comprises four gateways, ( G, Gs,



17

G4) and a master gateway (Headend) with 48 meters, which aferomy distributed. The gateways are
connected via wireless links to the Headend that represkatfinal destination in the upstream link. In
our simulations the input data generated at a Variable Bi¢ R4BR), is encapsulated into fixed 512-byte
user datagram packet (UDP) packets [4]. In the physicaklthye IEEE 802.11b standard is used and the
data-rate is 2 Mbps, while gateways are assumed to have anitaad bit rate. A free space propagation
channel with a path loss factor of 4 has been used in theseimgrgs. Further details of the testbed can
be found in [4].

In tree-based proactive routing, each gateway as the roat toée, periodically floods the network
by broadcasting a root announcement message. The periodiahm whis message is generated depends
on the nature of the application. For instance, in the casth@fsmart grid, it should be sufficiently
long enough to reduce excessive overheads, but short etodgindle changes in the network structure,
such as adding new meters or handling malfunctioning nodes, (self healing). In our simulation, the
root announcement is transmitted every 32 seconds. Thisarginal when compared with the overhead
associated with the beacon frame. In our experiments wenadxsdhat a beacon interval of 0.8s can
achieve the best results. For the sake of comparison we alspare the performance of the combined
multi-gate network operating both with and without paclateduling. In the absence of packet scheduling,
the shortest path leading to the nearest gateway is seldétgdd shows the effective throughput versus
input bit rate performance at the final destination poinattend). This clearly indicates that a combination
of multi-gate and back-pressure schemes can work very wgdither in achieving a higher performance.
The next step in our evaluation is to compare the delay padoce of the multi-gate scheme with and
without packet scheduling. Fig. 5 shows their respectivaye end-to-end delay performances. As can be
observed, the back-pressure scheme shows a significandbuerpent in delay performance as compared
with the single best-path scheme. This is mainly due to tl¢ tlaat the main cause of delay in the
best path routing approach is to do with the path failure phemon. The link failure is the result of
unsuccessful transmission/retransmissions of packéteeba two neighboring hops along the best path
from a meter to the destination. Under these conditions,va meltihop path discovery process has to
be initiated and this would consequently result in a shaipaease in delay as the traffic load increases.
In contrast, the link failure phenomenon does not exist endase of a distributed back-pressure scheme,
where the packet delivery is performed on a hop-by-hop b&sn these results we can clearly observe
that the flexibility of the back-pressure scheme combinetth whe multi-path feature of the multi-gate

network structure, can be effectively distributed amorigstgateways.
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VI. CONCLUSION

In this paper we propose a so-called multi-gate networlcire and, under this architecture, we develop
a novel packet-scheduling algorithm aimed at providingaldé two-way communications from meters to
the AMI head-end, which can maintain a trade-off betweenimeang the throughput and minimizing
the average overall network delay. We quantify the stabiigion of the network when the packets are
scheduled according to the proposed centralized algorithameric analysis of the propagation delay
justifies the capability of our centralized scheduling aligpon in reducing the average overall network
delay. We also prove that the network will always remain Istategardless of the topology, time index or
the current queue length status, as long as the averagalagaie vector stays inside the stability region.

Ultimately, we derive a novel distributed OF from the celiwed algorithm and implement it with sim-
ulation. The simulation results further justify the alyilinf the proposed distributed scheduling algorithm
to raise the network throughput and reduce the overall d&agr in mind that low latency is a crucial

factor in delivering outage messages to the outage managesystem in order to fix the problem.

APPENDIX
A. Preparative Lemmas and Theorem

Before stating the proposition of the theorem, we first definas the node having the longest queue
length among all theéV mesh nodes at timg SupposeN, € Ng,, wherel < H, < H, we then define
Nght as the set containing all th&, nodes having the longest queue in each of fhesubsetsN,,,
Vh = 1,2,....H, at thet™ moment. More explicitly, we hav&ly, , = {Ng,,,..., oy, N1 }, with Ny,
representing the node having the longest queue among atidties in selN,, at thet" time slot.

1) Five Lemmas and One Corollary:

Lemma 1: Given a nodeN,r € N;,, with h = 2,3..., H, and an arbitrary neighbor of it ifN,_,
denoted asi,_; g, if at the (¢ + l)th time slot no single-hop link is activated, which takiésr as the
transmitter andi,_, r as the receiver, then the node-p@iy, r, N, r) can only fall in one of the following
four statuses, corresponding to the conditions to fulfil bess 2 to 5 respectively.

Proof of Lemma 1: When considered as a potential transmitter during(the 1) time slot,Nj,
has only three possible statuses, which can be definefras= { N, 7 transmits a packet tti,_; g};
St2 = { N, 1 transmits a packet, but not 19,_, r}; St3 = { Nt does not transmit any packetsSt can

be defined as the set containing all three elements, nafely {St, St andSt3}.
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Similarly, under the consideration of being a potentialereer during the(t + 1) time slot, N, ;g
has only three possible statuses, which can be definegkas= { N,_, r receives a packet fromy, 1};
Sr2 = { N;_1r receives a packet, but not from r}; Sr3 = { N,_1 r does not receive any packgtsThe
set of these three elements can be writtet$@s- {Sr 1, Sr2 andSgs}.

Ergo, there are nine ways to choose one element from eacli SetamdSg as|St| x |[Sg| = 9. Among
the nine distinct combinations, the following four combionas are illogical: (St1,Sr2), (St.1,Sr3),
(S7.2,8r 1), (ST.3,SR1)-

We define the set containing all the logical combination®as {(St1,Sr1), (St2,Sr2), (S1.2:SR3),
(St.3,5R2), (ST3,Sr2)}. P can be further divided into two subsef8; and P;, whereP; denotes the
scenario when a packet is delivered fréigy to Nj,_ g. P, is the complement dP; andP; = {(Sts, Sr2),
(St2,5r3), (ST.3,SR2), (ST3,SR2)}- As can be easily observed, the four element®gfcorrespond to
the conditions for fulfilling Lemma 2 to Lemma 5 respectively [ |

Lemma 2: If Node N, 1 is the transmitterT; of a receiverR, € N,UN,; and NodeN,_;r is the
receiverr, of another transmittet, € N, _;UN,UN,,; at the (t + 1) time slot; then the sufficient
condition for satisfyingl(Ts,t) > Q(Ry,?) is thatN,+ =T, = Nh,t.

Proof of Lemma 2: The basic assumption for Lemma 2 to be verified lies in that= N, 1 € N},
Ry € N, UNpyq, T2 € Ny UN,_; UNj_9, Ry = Nj,_1 g € Nj,_y. Furthermore, the set satisfying the above
condition can be further divided into two sub-cases, nan@zge | and Case II.

Case I:'T, € N,_1, Ry € N, andR; is within the single-hop range dk; as shown in Fig. 2.

Under this circumstance, a link betwegnandR; could be established, but is not activated at the end.
The reason is that the sum of the metrics of the two libks> R, andT; — R, that are finally activated
is bigger than the sum of the metrics of the two links— R, andT, — R, that are not activated. More
quantitatively, if the link is fromT, to Ry, we will havea[Q(Ty,t) — Q(Ra, t)] + 7[Q(T2,t) — Q(Ry, )] <
BlQ(Ta,t) — Q(Ry, t)] + BIQ(T1,t) — Q(Ry,t)]. Otherwise, if the link is fromR; to T,, we will have
alQ(Ty,t) — Q(Re, t)] + a[Q(Ry, 1) — Q(Ta, t)] < B[Q(Ts,t) — Q(Ra, )] + S[Q(T1,t) — Q(Ry, t)]. Below we
will show that both equations will lead tQ (T, t) > Q(Rq,1).

a) When the other non-activated link is from € N;,_; to R; € N, we havea|Q(Ty,t) — Q(Ry, t)] +
Y[Q(T2,t) — Q(B1, 1)] < BIQ(Tz, 1) — Q(Ra, 1)) + BQ(T1, ) — Q(R, 1)]. Since we have)(Ty, ) > Q(Ro, ¢)
anda > 3 > ~, we can then write) < (o — 8)[Q(T1,t) — Q(Ra,1)] < (8 — 7)[Q(T2,t) — Q(Ry,1)] <
Q(T2,t) — Q(Rq, ). Finally, we arrive at))(T2,t) > Q(Rq,1).
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b) When the other non-activated link is from € N, to T, € N,_;, we shall havex[Q(T;,t) —
Q(Rao, )] + @[Q(R1,t) — Q(T2,t)] < BlQ(T2,t) — Q(R1, )] + BIQ(T1,t) — Q(Ro,t)]. It can be further
derived as(a — §)[Q(T1,t) — Q(Ra, t)] < (a+ B)[Q(Ta, t) — Q(Ry, t)]. Since we have)(T,,t) > Q(Ra, 1)
anda > (3, we therefore hav€)(Ts, t) > Q(Rq,1).

Case lI: All the other scenarios match the condition of Lemma 2, buhdbsatisfy the condition of
Case |I.

Under this situation, no single-hop direct link can be dgthbd between nodes andR,. According
to the scheduling principle, the superposition of the rastof the two linksT, — R, and T; — R4
that are finally activated is bigger than the metric of the -aotivated linkT; — R,. For the sake of
simplicity, in the scope of proof of Lemma 2 we use anotheralde n; to alternatively denoter, 5 or ~.
Similarly, we use another variablg to alternatively represent eithgror . More quantitatively, we will
havea[Q(T1, t) — Q(Ra, 1)) < m[Q(Ta,t) — Q(Ra, )] +na[Q(T1, ¢) — Q(Ry, 1)), wheren, € {o, 5,7} and
ne € {B,7}. Below we will prove the validation of)(Ts,t) > Q(R;,t) under the following two scenarios.

a) Whenn, = « corresponding t@; € N,

According to the OF addressed in (2), we will always hajé)(T;,t) — Q(Ry,t)] < «a[Q(Te,t) —
Q(Ra, )]+ BIQ(T1, ) — Q(Ra, £)]. Hence, we arrive aov— )[Q(Ty, 1) — Q(Ts, )] < AlQ(Ta, 1) — Q(Ry. ).
Since« > 3, the sufficient condition fof)(Ts, t) — Q(Ry,t) > 0 is Q(Ty,t) > Q(Ts, t). Ultimately, when

T, andT, € N, the sufficient condition of validating, r = Q(T,t) > Q(Ta,?) is
N1 =T =N, (20)

b) Whenn, € {,~} corresponding ta@; € {N;,_; UN;, »}

According to the OF addressed in (2), we will always havé(T;,t) — Q(Ro,t)] < m[Q(Ts,t) —
Q(Ra, )]+ m2[Q(T1, 1) —Q(R1,1)] < BlQ(T2, 1) —Q(Re, 1)]+6[Q(T1, 1) —Q(Ry, t)]. Similarly, the relationship
(v — B)[Q(Ty,t) — Q(Ro, t)] < BQ(T2,t) — BQ(Ry,t) follows. Considering that)(T;,t) > Q(Ro,t) and
a > [, we will finally arrive atQ(Ts,t) > Q(Ry,t). Hence (20) would be the sufficient condition to
achieveQ(Ts,t) > Q(Ry,t), which ultimately demonstrates Lemma 2. u

Lemma 3: If Node N, 7 is the transmittel; of a receivelR; = R(N,, 1) €N,UN,;; and NodeN;_; g is
not receiving at thét + 1) time slot; thenQ(N,_1r,t) > Q(Ry,1).

Proof of Lemma 3: NodeN, r € N, will transmit data to another receivey either belonging tdy,
or Ny41, but notN,_, g during the(t + 1)th time slot. Hence the difference of hop-count related metric
between the transmitter and the receiver of the Npk — R, activated during thét + 1) time slot can

only be g or ~. For the sake of expression brevity, in the scope of proof @hina 3, we use another
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variablen to alternatively denote eithef or 7. On this basis, we will have[Q (N, 1,t) — Q(Ry, )] >
a[Q(Np1,t) — Q(Np_1r, t)], Wheren € {5,~}. Sincea > 3 > v, we will havea[Q(N, 1,t) — Q(Rqy, )] >
NQNnt1,t)—Q(Ry, t)] > a[Q(Np1,t)—Q(Np_1r, t)]. Thus,Q(Np1,t)—Q(R1,t) > Q(Np1,t)—Q(Np1 R, ),
whereQ (R, 1) < Q(N,_1Rr,t) can be readily obtained. u

Lemma 4: If Node N, 1 is not transmitting and Nod®,_, r is the receiveR, of another transmitter
Ty € Nj,_oUN;,_UN,, during the(t + 1)™ time slot; thenQ(Ts, ) > Q(Ny 1, 1).

Proof of Lemma 4. GivenR,; € N, _; as the receiving nodef, can only be included in one
of the three setsN,, N, _; andN,_,. According to the algorithm quantified by the objective ftioe
(OF) (2), we will haven[Q(T2,t) — Q(Ra, t)] > a[Q(Ny1,t) — Q(Rs, t)], wheren € {a, 3,v}. Therefore,
we will have a[Q(T,t) — Q(Ra,t)] = n[Q(T2,t) — Q(Ro,t)] > a[Q(N1,t) — Q(Re,t)], and finally
Q(Ts,t) > Q(Ny, 1,1) follows. u

Lemma 5: If Node N, 1 is not transmitting and Nodg,_, r iS not receiving at thet + 1) time slot;
thenQ(Ny—1r, 1) > Q(Ny7,1).

Proof of Lemma55: According to the scheduling policy described in SectiontHe only circumstance
that satisfies the condition of Lemma 5 is th@tN,_;1,t) — Q(Npr,t) < 0, namely Q(N,1,t) <
Q(Np_1Rr,t). [ ]

Corollary 1: If Node N, 7 is not transmitting and Nodi,_; r iS not receiving at thét + 1)th time slot
and Ny, t =Ny, thenQ(N, 14, 1) = Q(Ny 1 g, t) > Q(Npy, t).
The proof of Corollary 1 is omitted for the sake of brevity,ibsan be readily achieved given Lemma 5.

2) Queue-Length Theorem:

Theorem 2: For any given activation vecter(¢ + 1) determined at th¢" moment, we can always find
My links (Li 41 = Tig41 — Rigyr, @ = 1,..., Myyq) so that the first link starts from transmitter node

N, the last link iSLyy,., ++1 = Tas.,.e01 — G, With G being the closest gateway Ty, ;11 and

Aiip1 = —QRigg1,t) + Q(Tig1,41,t) = 0. (21)

is achieved foralk =1,..., M;,; — 1.
Proof of Theorem 2: We will prove (21) by demonstrating the two propositionsofpsitions 1
and 2) with mathematical induction starting from= [, to h = 1 with an incremental step of 1.
Proposition 1: Whenh = H,, we will haveT; ;11 = N; and Q(Ry¢11,t) < Q(Ng, 4. 1).
Proof: Whenh = H,, according to the policyj,; must be the transmitter af ;. Suppose an arbitrary

neighbor ofN, in setNy, 1, is Ng,_;r. @) If the receiveR, 1 € Ng,_;, we will have Q(Ry41,1) <
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Q(Ngtflmt) naturally. b) if the receiver, ., € Ng, UNg,,,, the condition of Lemma 3 is satisfied, we
will have Q(Ng, 1 g, t) > Q(Ri41.t), hence we hav€)(Ryi1,t) < Q(Ng, 1 g, 1) < Q(Ng, 1,.1). u
Proposition 2: Whenh = h, with h = H,— 1, H, — 2, ..., 2, we assume that: links have been found

hence (21) was valid foral=1,...,m — 1. If

Q(Rm—l,t-i-la t) < Q(Nh,tv t)? (22)

firstly we will locate Am (Am € {0, 1,2}) number of extra links and if\m > 0 we will prove (21) is
achieved withi = m, ..., m + Am — 1. Secondly we will arrive at)(Ry,+am,t+1,t) < Q(Ny_14,1).

Proof: Regardless of the value eft + 1), for the node\,, ; with anyh € {H,—1, H,—2,...,2}, the
joint scenarios of whether it is a transmitter and whether @nts neighborsy;,_, g € N;,_; is a receiver
can only fall into one of the five cases below:

alf Am =1, Tp141 = Niyg, Rnr101 = Nj_1r, W haVeQ Ry i amir1,t) < Q(N,_14, ). According
to (22), we also have\,, ., > 0.

bIf Am =1, Tpi1441 = Nh,t, Rm+1t+1 # Np—1r, the condition of Lemma 3 is satisfied. According
to (22), A,..+1 = 0 follows, According to the conclusion of Lemma 3 we will ha@&R,, s am.i+1,1) <
QN1 r,t) < Q(Np_14,t).

clf Am =2, Tp1401 = Nh,t andR,,+2++1 = Np_1 g, the condition of Lemma 2 is satisfied. Based
on (22), A,..+1 > 0 follows. According to the conclusion of Lemma 2, we hal&R,,, 1 :41,1) <
Q(Tmio411,t), which leads toA,, 11411 = 0. ASRy 0001 = Nj_1r € Ny we haveQ Ry iamii1,t) <
Q(N,_14,1).

diIif Am =1, Tpy141 # Nh,t andR,,;1.+1 = N1 r the condition of Lemma 4 is satisfied. Based on
(22), we immediately hav® (R, am.t41, 1) < Q(Nhfl,t,t). According to the conclusion of Lemma 4, we
have Q(T,41.411,t) > Q(Ny4,t), henceA,, ., 1 > 0 follows.

e lf Am = 0, the condition of Lemmas 5 and 1 is satisfied. According toateclusion of Lemmas 5
and (22),Q(N;_14,t) > Q(Ny,,t) follows. [
According to Proposition 1 and Proposition 2 we may prove (Ra) is achieved foi = 1,..., M, —2.
As the bandwidth of the gateway is much wider than the orgimaesh node in the network () must
be the transmitter of thMﬁ‘H link, which leads toLy,,, = Tas,,, — G. Based on (22) withn = M, 4
andh =1, AMM > (0 follows. So far, we have proved that (21) is valid fo+ 1,..., M,,; — 1. Thus,
Theorem 2 is proved. [ ]

3) Queue-Length Corollary:

Corollary 2: If Theorem 2 is achieved, we will havé” (t)e(t + 1) > Q(N,, 1).
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Proof of Corollary 2: According to Theorem 2, we will hav@(T; +11,t) — Q(Rit41,t) + Q(T241,1)
— QRour1,t) + FQ(Tar 141, 1) — QRaryy 1410 1) FQ(Tasgs 1) = Q(Trppr, t) + iy gy =
Q(T1411,t) = Q(N,, t). If we denote the set containing all the single-hop diretitdithat will be activated
during the next time slot aka ., and further denote the subset bf ;,, that contains all the links
included in Theorem 2 dfsMH and the subset containing the rest of elementfsml = JLA,M—HAAA,M,
d”(t)e(t + 1) can be alternatively rewritten ad” (t)e(t + 1) =37, o, . d(Li,t) =3 o, ., d(Lit) +
ZLZQ—LA’M d(L;, t). According to the scheduling algorithm given in Section 1tr each activated link, the
gueue length of the transmitter is always bigger or equahab of the receiver. In this case we will have
ZLiEH:A,t+1 d<Li7 t) 2 0. Hence,dT(t)e(t + 1) = EL¢€ﬁA,t+1 d<Li’ t) + ZLiEH:A,t+1 d<Li’ t) Z Q<Nt’ t) +0=
Q(N,, t) can be proved. |

B. Proof of the Network Stability Under Stability Region

Proof of Theorem 1. Let’s assume that the arrival rate vecfoat any moment is Poisson distributed
with a mean and variance pf. Following the statement given in Section 11I-D, given aitige numbere,
as long as(t+1) belongs to the stability regiol and we can find a positive numbgras a multi-variable

function of e and p,, such that
E[qT(t F1)qt+1) — qT(t)q(t))q(t) - q} <00 if 474 < b (23)
Ela”(t+alt + 1) - a" (Da(h]a() = 4] < —c if a"a> b (24)
are both able to be achieved, then the mesh network is coadide be stable.

As can be observed from (23) and (24), under both situatiesneed to calculate the value of the
common component{q” (¢ + 1)q(t + 1) — q”(t)q(t)} shared by both inequations. Given the current
queue length vectotj(t), the queue length vector of the next time slot can be quathtésq(t + 1) =
q(t) + Re(t+ 1) + a(t + 1). Hence, the common part of both equations can be furtheresspd as:

B{d(t+ Da(t+1) - a"(ta(t) } = B{[at+1) +a®)] [a(t + 1) - a(t)] }
:E{ 2q(t) + Re(t + 1) + a(t + 1)] " [Re(t + 1) + a(t + 1)] }
:2E{qT(t) [Re(t+ 1) +a(t + 1)] } + E{ [Re(t+1) +a(t+1)]" [Re(t + 1) +a(t + 1)] } (25)
wherea(t + 1) is an instantaneous sample of tNedimensional vector-valued random variable. Each
element ofay is an independent and identically distributed (i.i.d.)dam variablea, which follows a

Poisson distribution. So if its mean &(a) = p,, the variance is also going to be V@& = E{[a —

E(a)]*} = pa, which leads toFE(a?) = pa(pa + 1).
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Thus, the second item of (25) can be further derivedlﬁ%:[Re(t + 1)+ a(t + 1)}T[Re(t +1) +
a(t+1)] } -y E{ ra(R)e(t+ 1)}2} +oyN E{ [rn(R)e(t+1)]an (t + 1)} +3N B{a2(t+ 1)),
wherer,(R) is thenth row vector of the(N x L)-element routing matribR and a, (¢t + 1) is the nth
element of the(N x 1)-element arriving rate vectai(t + 1). Obviously, the scalafr,(R)e(t + 1)] is
upper bounded by the number of single-hop direct links cotmtetoN,. More precisely, even if all
the L single-hop links existing in the mesh network are connetteri,, and all of them are activated,
[r,(R)e(t+1)] = L. Hence, we will haver,(R)e(t+1)] <L, Vn=1,...,N. Subsequently, we will
have >N [r.(R)e(t + 1)}2 < NL2. Therefore, the second term of (25) can be further improeed a

E{ [Re(t+1)+a(t + 1)]" [Re(t + 1) +a(t +1)] }
gNB+aL§5EPMp+n]+§§EPﬂppﬂsgNE+QLNm+Amw%+n (26)
For the first term of the 1right hand side ZI:Il—|S) of (25), we hawe following:
26{d" (t)[Re(t + 1) +a(t + 1)] } = 2B{a"(/Re(t + 1)} + 2E{d" ()} E{a(t + 1)},  (27)

whereq” (t)R is a(1x L)-element vector, and itsh element corresponds ¢d (t)c,(R) = —Q[T(L;)] (¢)+
Q[R(Ly)](t) = —d(L;,t), wherec,(R) stands for thdth column of the(V x L)-element routing matrix

R. Therefore, we have
q’ (H)R = —d"(t). (28)

Below, we will prove (23) and (24) in Sections B1 and B2 resipety.

1) wheng”q < bq: we will prove (23). Firstly, we define the superposition df thle elements in an
instantaneous vect@y as ¥, and the expectation of the superposition of all elementg(in as E{Xq) }
respectively. We further assume that the number of nddes bigger than one, which is always the case
in a network. Whert, > N, we will always havel;/v/N < 1/¢7¢. Hence, we havé{Sy}/VN <
\/E{q— /g, Which leads toE{Xy,} < \/Nbq. WhenZq < N andbq > N, we have
E{Sqn} < N < /Nbg. WhenX, < N andbg < N, we haveE{Sq,} < N. We can always find a
maximum Iimitiq, which is either,/Nb, or N, for the value ofE{¥q, }. Therefore, the first and second
term of (27) can be further derived &% [q” (t)Re(t+1)] < 2LSq and2E[q” (1) E[a(t+1)] < 2p.%s.
Based on the above discussions, we will havéq” (¢t + 1)q(t + 1) — q"(t)a(t)] < 2034 + 20024
+NL?+2LNp, + Npa(ps + 1) < co. Hence (23) is proved.
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2) wheng”q > by,: we will prove (24). Whengq”q > by, we will have 3>V ¢2 > b,. Therefore,
the maximum elementax’_, ¢,, of vectorq satisfies the following relationshipax?_, g, > \/E/\/N.
According to Theorem 2, the following relationship can betar obtained:

bq

d”(t)e(t + 1) ZQ(W,, ) = max g, > 2 (29)

As long asa(t + 1) is under the stability region, it can be represented by iceiahip (3). Additionally,
in (3) the flow vectorf € co(S). According to the definition of the convex hull, ff € co(S), f should

satisfy the following relationship:

subject to>"!%! 9, = 1. Hence, we can find & > 1, such that

S| S|

Z 0; iS; = Z )\iSi, (31)
=1

where \; = 6¢,/6 and Zli‘l Ai < 1. By replacing the arrival rate vecta(t + 1) with (3) as well as (31),
and by employing (28), the second term at the RHS of (27) caexpanded as:

IS
1 _
Elq"(t) tEa(t+1)} = ——E T(t)}RDf = —E d"(t);D ) " Ais; (32)
{a’}E{a+ 0} = -Zrfa 0] {a"wpp}
As the activation vectoe(t + 1) = argmax, s d?(¢)Ds;, ergo we haved” (¢)Ds; < dT(t)De(t + 1)

achieved for alls; € S. Therefore, (27) can be further developed as:

QE{qT(t) [Re(t+1) +a(t + 1)] }

1——Iix [ 1} 1——|i>\ \/7 (33)

Finally, by substituting the first and the second item of (2&h (33) and (26), we will have
IS

E{qT(t+1)q(t+1)—q()q()} 1——ZA \/>+NL2+2LNpa+Npa(pa+1) (34)

According to (24), whery” (t)q(t) > bq, the condition for the network to be stable is the existerfca o
positive numbe so thatE[q” (¢ + 1)q(t + 1) — q” (t)q(t)] < —e is always achieved. According to (34),
if we want E[q” (¢t + 1)q(t + 1) — q”(¢)q(t)] < —e to be achieved all the time, we should find a positive

value for the queue-length boundaryto validate

1——2)\ \/ + NL* 4 2LNp, + Npa(pe +1) = (35)
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1
As we havel — — Sl
(@

1 A; > 0 achieved for allx > 1, a positive value ob, can be easily obtained from
(35) as

2

NL? +2LNpy + Npa(ps + 1) + ¢
1
S|

2(1 - a Ei:l )‘i)

Given a positive numbet, a corresponding, can be evaluated; such that as long as the arrival rate

by = N (36)

vectora(t + 1) is under the stability region even when the norm of the quength of all the mesh
network is bigger than the boundary, i€’ (¢)q(¢t) > bq, the network is still going to be stable since
E[q"(t+1)q(t+ 1) — q"(t)q(t)] < —e is always achieved. |
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Fig. 2: Case | of the scenarios satisfying the assumption of Lemma 2.
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